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#### Abstract

We describe how finite colimits can be described using the internal lanuage, also known as the Mitchell-Benabou language, of a topos, provided the topos admits countably infinite colimits. This description is based on the set theoretic definitions of colimits and coequalisers, however the translation is not direct due to the differences between set theory and the internal language, these differences are described as internal versus external. Solutions to the hurdles which thus arise are given.


## 1. Introduction

Type theories were originally suggested by Russell and Whitehead [Russell, 1903] as a foundation for mathematics, for a historical view, see [Lambek, Scott, 1986, p.124]. For an introduction to type theories, see [Sorensen, Urzyczyn, 2006, §3.3]. The idea of approaching logic from the perspective of category theory is originally due to Lawvere. In the modern form, associated to every elementary topos $\mathcal{E}$ are several type theories. We will consider a fixed such type theory and refer to it as the internal logic. This type theory can be used to describe constructions of objects and morphisms in $\mathcal{E}$, and also to prove things about them. For example, if $f, g$ are morphisms in $\mathcal{E}$ both with domain $A$ and both with codomain $B$, then if the following is derivable in the internal logic:

$$
\begin{equation*}
\vdash \forall a: A, f a=g a \tag{1}
\end{equation*}
$$

then the morphisms $f, g$ are equal. More generally, the internal logic is sound in that any formula which is provable inside the internal logic represents some true statement about the topos in question (see [Johnstone, 2002, §D1.3.2, D4.2.3, D4.3.3, D4.4.6] for a discussion on soundness). In this paper we show how the type theory can be used to describe finite coproducts 5.3 and coequalisers 5.8 , which then leads to a description of finite colimits 5.14. We remark that one must also describe an initial object, but this is easy and is done in Section 5.1.

The internal logic offers many syntactical similarities with ZF set theory, in fact, due to the existence of the internal logic, elementary topoi are often referred to as "generalised theories of sets" [Meordijk, Mac Lane, 1994, §Prologue, page 1]. Hence, our approach will be to use the standard set-theoretic descriptions of finite coproducts and of coequalisers to form terms in the interal logic whose interpretations (ie, associated objects/morphisms) will be finite coproducts and coequalisers respectively of the original topos. Here, we must observe a subtlety: recall the standard construction of the coequaliser Coeq $(f, g)$ of

[^0]two functions of sets $f, g: A \longrightarrow B$ : first we define for each $n>0$ a relation $R_{n}$ on $B$ as follows, a pair $\left(b, b^{\prime}\right)$ of elements in $B$ is in $R_{n}$ if and only if there exists a sequence $\left(a_{0}, \ldots, a_{n}\right)$ of elements in $A$ such that for each $i=0, \ldots, n-1$ we either have $f\left(a_{i}\right)=g\left(a_{i+1}\right)$ or $f\left(a_{i+1}\right)=g\left(a_{i}\right)$. Then, the Coequaliser $\operatorname{Coeq}(f, g)$ is given by the quotient $B / \cup_{n=1}^{\infty} R_{n}$. Our method for mimicking this description using the internal logic will require for each object $C$ in our topos $\mathcal{E}$ that the category $\operatorname{Sub}(C)$ of subobjects of $C$ admits countably infinite coproducts. A circumstance where this holds is when $\mathcal{E}$ admits countably infinite coproducts, hence we assume this is true of the topoi that we work with.

Despite what has been said, to describe finite colimits using the internal logic of a topos, it is not as simple as directly translating the standard constructions in ZF, as there is a subtle but significant difference between the interal logic and ZF set theory. In ZF set theory, the set constructor union is extensional and in the internal logic it is intensional. We now explain what we mean by this point along with our solution.

Let $A, B$ be sets. Recall that the disjoint union $A \sqcup B$ can be defined by first constructing sets $A^{*}, B^{*}$ which are defined by the following rules.

$$
\begin{equation*}
(a, 1) \in A^{*} \text { iff } a \in A, \quad(b, 2) \in B^{*} \text { iff } b \in B \tag{2}
\end{equation*}
$$

Then, the disjoint union is given by taking the union $A^{*} \cup B^{*}$ of these sets. Translating this into the internal logic, we run into trouble because we can only take the union of two subobjects of the same object. That the union of any pair of sets can be constructed in ZF is what we mean by the union being extensional. That the union of two subobjects via the internal logic can only be taken once they have each been embedded into a common object is what we mean by the union being intensional.

Our solution is given precisely by Corollary 4.3, but we give the general idea here. Continuing with the same sets $A, B$, we consider the sets, each subsets of the set $\mathcal{P} A \times \mathcal{P} B$.

$$
\begin{align*}
& \{A\}:=\{(\{a\}, \varnothing) \in \mathcal{P} A \times \mathcal{P} B \mid a \in A\}  \tag{3}\\
& \{B\}:=\{(\varnothing,\{b\}) \in \mathcal{P} A \times \mathcal{P} B \mid b \in B\} \tag{4}
\end{align*}
$$

We notice that $A \cong\{A\}$ and $B \cong\{B\}$. A coproduct of $A, B$ can then be taken to be the set

$$
\begin{equation*}
A \coprod B:=\{A\} \cup\{B\} \tag{5}
\end{equation*}
$$

along with the maps $A \longrightarrow A \coprod B, a \longmapsto(\{a\}, \varnothing)$ and $B \longrightarrow A \coprod B, b \longmapsto(\varnothing,\{b\})$.
We have already mentioned the standard construction of the coequaliser of two functions, we note here that this construction does not make use of union at any point, hence the translation of this construction into the internal logic is direct, and will not use Corollary 4.3. Indeed, the main difficulty in describing finite coproduct using the interal language lies in describing finite colimits, whereas the description of coequalisers is straight forward.

## 2. Finite colimits in the topos of sets

As mentioned in the Introduction, the union operator in ZF is extensional whereas the union operator in the internal logic is intensional. This means that the standard
construction of the disjoint union of two sets cannot be directly translated into the internal logic. We show in this Section our general method for constructing finite colimits but in the special case of the topos of sets. We begin with the construction of binary coproducts.

Let $A, B$ be sets, we consider the following subset of the product of power sets $\mathcal{P} A \times$ $\mathcal{P} B$. We suggestively denote this set $A \amalg B$.

$$
\left.\left.\left.\begin{array}{rl}
A \coprod B:=\{(X, Y) \in \mathcal{P} A \times \mathcal{P} B \mid & (\exists a \in A, X=\{a\} \text { and } Y \tag{6}
\end{array}=\varnothing\right)\right\} \text { or }(\exists b \in B, X=\varnothing \text { and } Y=\{b\})\right\}
$$

We notice that this subset is in bijection with the standard construction of the coproduct of $A$ and $B$, ie, the disjoint union.

$$
\begin{aligned}
A \sqcup B & \longrightarrow A \coprod B \\
a & \longmapsto(\{a\}, \varnothing) \\
b & \longmapsto(\varnothing,\{b\})
\end{aligned}
$$

Consider now an arbitrary finite set $J=\left\{X_{1}, \ldots, X_{n}\right\}$ of sets. In a standard way we can construct the disjoint union of the $n$ elements of $J$ from the binary disjoint union just considered. To ease notation we let $\prod_{i=1}^{n} \mathcal{P} X_{i}, \coprod_{i=1}^{n} X_{i}$ denote respectively

$$
\left(\ldots\left(\mathcal{P} X_{1} \times \mathcal{P} X_{2}\right) \times \ldots \times \mathcal{P} X_{n}\right)
$$

and

$$
\left(\ldots\left(X_{1} \coprod X_{2}\right) \coprod \ldots \coprod X_{n}\right)
$$

Similarly for future objects. We have the following.


Moving towards a finite colimit, we now consider a finite set $\left\{f_{1}, \ldots, f_{m}\right\}$ of functions where each $f_{i}$ has domain dom $f_{i}$ and codomain $\operatorname{cod} f_{i}$ with dom $f_{i}, \operatorname{cod} f_{i} \in J$. We define two morphisms, both with domain $\prod_{i=1}^{m} \mathcal{P}$ dom $f_{i}$ and codomain $\prod_{i=1}^{n} \mathcal{P} X_{i}$. The first of these morphisms is easy to describe, it is the product of the morphisms $\operatorname{id}_{\mathcal{P}} \operatorname{dom} f_{i}$ which we denote by $f$. The second morphism is more complicated. In general, any function $g: D \longrightarrow E$ induces a function $\mathcal{P} f: \mathcal{P} D \longrightarrow \mathcal{P} E$ which given a subset $C \subseteq D$ applies the function $f$ to each element $d \in D$ to obtain a subset $f(D) \in \mathcal{P} E$. We consider the product of each of these morphisms $\mathcal{P} f_{i}$ (for $i=1, \ldots, m$ ) and denote this product $h$. Both $f$ and $h$ descend to morphisms $g_{0}, g_{1}: \coprod_{i=1}^{m} \operatorname{dom} f_{i} \longrightarrow \coprod_{i=1}^{n} X_{i}$ where $g_{0}$ is the descendent of $f$ and $g_{1}$ is the descendent of $h$. We now have two commuting diagrams, the first is the
square given by removing the bottom most functions from both the top and bottom rows of Diagram 8, the second is the square given by removing the top most functions.

$$
\begin{gather*}
\prod_{i=1}^{m} \mathcal{P} \operatorname{dom} f_{i} \stackrel{f}{\underset{h}{\leftrightarrows}} \prod_{i=1}^{n} \mathcal{P} X_{i} \\
\uparrow  \tag{8}\\
\coprod_{i=1}^{m} \operatorname{dom} f_{i} \underset{g_{1}}{\underset{g_{0}}{\longrightarrow}} \coprod_{i=1}^{n} X_{i}
\end{gather*}
$$

In general, how do we describe the coequaliser of two functions $l_{1}, l_{2}: D \longrightarrow E$ ? First we let $\mathcal{R}$ denote the smallest equivalence relation on $E$ so that for all $d \in D$, we have $\left(l_{1}(d), l_{2}(d)\right) \in \mathcal{R}$. Then, given $e \in E$ we denote by $[e]$ the equivalence class represented by $e$. The standard construction of the coequaliser is then given as follows.

$$
\begin{equation*}
\operatorname{Coeq}\left(l_{1}, l_{2}\right):=\{[e] \mid e \in E\} \tag{9}
\end{equation*}
$$

This is an element of $\mathcal{P P} E$.
The coequaliser should also admit a morphism $b: \coprod_{i=1}^{n} X_{i} \longrightarrow \operatorname{Coeq}\left(g_{0}, g_{1}\right)$. This will be given be arguing that there exists a morphism $d: \prod_{i=1}^{n} \mathcal{P} X_{i} \longrightarrow \mathcal{P}\left(\prod_{i=1}^{n} \mathcal{P} X_{i}\right)$ which descend to $b$. Towards this end, we define the following.

$$
\begin{aligned}
d: \prod_{i=1}^{n} \mathcal{P} X_{i} & \longrightarrow \mathcal{P}\left(\prod_{i=1}^{n} \mathcal{P} X_{i}\right) \\
Z & \longmapsto[Z]
\end{aligned}
$$

Indeed the function $d$ descends to a function $b$ as required. We can now have a commutative Diagram (10) which is completed by the following function.

$$
\begin{aligned}
c: \operatorname{Coeq}\left(g_{0}, g_{1}\right) & \longrightarrow \mathcal{P}\left(\prod_{i=1}^{n} \mathcal{P} X_{i}\right) \\
{\left[\left(z_{1}, \ldots, z_{n}\right)\right] } & \longmapsto\left[\left(\left\{z_{1}\right\}, \ldots,\left\{z_{n}\right\}\right)\right]
\end{aligned}
$$

The point is that by beginning with a colimit Diagram (the bottom row of (10)) we can construct the morphisms in the top row of (10) which descend to the original Diagram. It is this top row which will offer a simple translation into the internal logic. The rest of the work will be to prove that the rest of the Diagram behaves as expected.


This rather innocuous description of finite colimits is then generalised to arbitrary topoi in Section 5. In Section 3 we introduce the type theory and in Section 4 we present
some complications and our solutions which arise when translating the description of finite colimits given in this Section to the more general setting of an elementary topos admitting countably infinite colimits.

## 3. Type theory

Type theories were originally suggested as a foundation for mathematics. In this paper, a type theory will be a convenient language of subobjects and morphisms inside a topos. We begin with the definition of a type theory and then specialise to those arising from topoi. In particular, Definition 3.1 will make no mention of any topoi.
3.1. Definition. A type theory consists of the following.

- A class of types, including special types $\Omega, \mathbb{1}$. Also, for each type $\tau$, there is a countably infinite set of variables of type $\tau$.
- A class of function symbols $f: \tau \rightarrow \sigma$, where $f$ is a formal symbol, $\tau$ and $\sigma$ are types.
- A class of relation symbols $R \subseteq \tau$, where $R$ is a formal symbol, and $\tau$ is a type.
- A class of terms, where to each term $t$, there is an associated type, $\tau$. The notation $t: \tau$ means " $t$ is of type $\tau$ ". Also, there is an associated set $\mathrm{FV}(t)$ of free variables.
- A class of formulas, where similarly to terms, to each formula there is an associated set of free variables, however unlike terms, there is no associated type.
- For every finite sequence $\Delta=\left(x_{1}: \tau_{1}, \ldots, x_{n}: \tau_{n}\right)$ of variables, a binary relation $\vdash_{\Delta}$ of entailment between formulas whose free variables appear in $\Delta$. We write $p \vdash_{\Delta} q$ when the pair $(p, q)$ is in the relation $\vdash_{\Delta}$, and such an expression $p \vdash_{\Delta} q$ is called a sequent. The sequence $\Delta$ in a sequent $p \vdash_{\Delta} q$ is the context and a context is valid if the free variables of $p$ and $q$ are a subset of the underlying set of $\Delta$.

This data is required to be subject to the following.

1. If $\tau$ and $\sigma$ are types, then so are $\tau \times \sigma$ and $P \tau$. Identification between types is also allowed.

The following axiom describes how the class of terms and formulas along with their associated type (for terms) and free variable sets are constructed. First a class of preterms will be defined by induction, then appropriate equivalence classes of preterms will constitute the terms, a similar process will be undertaken for formulas.
2. The class of preterms satisfy the following.
(a) There is the class of atomic preterms, containing all the variables, as well as the special term $*: \mathbb{1}$. There is also assumed to be atomic preformulas which are $\top, \perp$.
(b) The preterms and preformulas are closed under the following preterm and preformula formation rules,
i. If $t: \tau$ and $s: \sigma$ are preterms, then $\langle t, s\rangle: \tau \times \sigma$ is a preterm.
ii. If $t: \tau \times \sigma$ is a preterm, then $\mathrm{fst}(t): \tau$ and $\operatorname{snd}(t): \sigma$ are preterms.
iii. If $f: \tau \rightarrow \sigma$ is a function symbol, and $t: \tau$ is a preterm, then $f t: \sigma$ is a preterm.
iv. If $R \subseteq \tau$ is a relation symbol, and $t: \tau$ is a term, then $R(t)$ is a preformula.
$v$. If $t, s: \tau$, then $t=s$ is a preformula.
vi. If $p$ and $q$ are preformulas, then $p \wedge q, p \vee q$, and $p \Rightarrow q$, are all preformulas.
vii. If $\left\{p_{i}\right\}_{i=0}^{\infty}$ is a countable set of preformulas, then $\bigvee_{i=0}^{\infty} p_{i}$ is a preformula.
viii. If $x: \tau$ is a variable, and $p$ is a preformula, then $\forall x: \tau, p$ and $\exists x: \tau, p$ are both preformulas.
ix. If $p$ is a preformula, and $x: \tau$ is a variable, then $\{x: \tau \mid p\}$ is a preterm of type $P \tau$.
x. If $t: \tau$ and $T: P \tau$, then $t \in T$ is a preformula.
(c) The preterms and preformulas have free variable sets satisfying the following.
i. $\mathrm{FV}(*)=\mathrm{FV}(\perp)=\mathrm{FV}(\mathrm{T})=\varnothing$.
ii. $F V(x: \tau)=\{x: \tau\}$, if $x: \tau$ is any variable.
iii. $\mathrm{FV}(\langle t, s\rangle)=\mathrm{FV}(t) \cup \mathrm{FV}(s)$.
iv. $\mathrm{FV}(\mathrm{fst}(t))=\mathrm{FV}(\operatorname{snd}(t))=\mathrm{FV}(t)$.
v. $\mathrm{FV}(f t)=\mathrm{FV}(t)$.
vi. $\mathrm{FV}(R(t))=\mathrm{FV}(t)$.
vii. $\mathrm{FV}(t=s)=\mathrm{FV}(t) \cup \mathrm{FV}(s)$.
viii. $\mathrm{FV}(t \in T)=\mathrm{FV}(t) \cup \mathrm{FV}(T)$.
ix. $\mathrm{FV}(p \wedge q)=\mathrm{FV}(p \vee q)=\mathrm{FV}(p \Rightarrow q)=\mathrm{FV}(p) \cup \mathrm{FV}(q)$.
x. $\mathrm{FV}\left(\bigvee_{i=0}^{\infty} p_{i}\right)=\bigcup_{i=0}^{\infty} \mathrm{FV}\left(p_{i}\right)$
xi. $\mathrm{FV}(\{x: \tau \mid p\})=\mathrm{FV}(\forall x: \tau, p)=\mathrm{FV}(\exists x: \tau, p)=\mathrm{FV}(p) \backslash\{x\}$.

An occurence of a variable $x$ in a term will mean any which is not the " $x: \tau$ " part of any term of the form $\{x: \tau \mid p\}, \forall x: \tau, p$, or $\exists x: \tau, p$. Any occurence of a variable which is not part of a term's free variable set is a bound variable.
(d) The terms and formulas are $\alpha$-equivalence classes of preterms and preformulas respectively, where $\alpha$-equivalence is the smallest relation on the collection of preterms or preformulas respectively subject to the following.
i. If $t={ }_{\alpha} s$, then $t$ and $s$ are of the same type,
ii. If $t={ }_{\alpha} t^{\prime}$ and $s={ }_{\alpha} s^{\prime}$, then $\langle t, s\rangle={ }_{\alpha}\left\langle t^{\prime}, s^{\prime}\right\rangle$,
iii. If $t={ }_{\alpha} s$, then $\operatorname{fst}(t)={ }_{\alpha} \mathrm{fst}(t)$, and $\operatorname{snd}(t)={ }_{\alpha} \operatorname{snd}(s)$,
iv. If $t={ }_{\alpha} t^{\prime}$, then $f t={ }_{\alpha} f t^{\prime}$,
$v$. If $t={ }_{\alpha} t^{\prime}$, then $R(t)={ }_{\alpha} R\left(t^{\prime}\right)$,
vi. If $t={ }_{\alpha} t^{\prime}$ and $s={ }_{\alpha} s^{\prime}$, then $(t=s)={ }_{\alpha}\left(t^{\prime}=s^{\prime}\right)$,
vii. If $p={ }_{\alpha} p^{\prime}$ and $q={ }_{\alpha} q^{\prime}$, then $p \wedge q={ }_{\alpha} p^{\prime} \wedge q^{\prime}, p \vee q={ }_{\alpha} p^{\prime} \vee q^{\prime}$, and $p \Rightarrow q={ }_{\alpha} p^{\prime} \Rightarrow q^{\prime}$,
viii. If for all $i, p_{i}={ }_{\alpha} p_{i}^{\prime}$, then $\bigvee_{i=0}^{\infty} p_{i}={ }_{\alpha} \bigvee_{i=0}^{\infty} p_{i}^{\prime}$,
ix. If $p={ }_{\alpha} p^{\prime}$, then $\{x: \tau \mid p\}={ }_{\alpha}\left\{x: \tau \mid p^{\prime}\right\}, \forall(x: \tau) p={ }_{\alpha} \forall(x: \tau) p^{\prime}$, and $\exists(x: \tau) p={ }_{\alpha} \exists(x: \tau) p^{\prime}$,
x. If $t={ }_{\alpha} t^{\prime}$ and $T={ }_{\alpha} T^{\prime}$, then $t \in T={ }_{\alpha} t^{\prime} \in T^{\prime}$,
xi. $\{x: \tau \mid p\}={ }_{\alpha}\{y: \tau \mid p[x:=y]\}$,
$\forall x: \tau, p={ }_{\alpha} \forall y: \tau,(p[x:=y])$,
$\exists x: \tau, p={ }_{\alpha} \exists y: \tau,(p[x:=y])$, provided that no free occurrence of $x$ in $p$ is such that $y$ in place of $x$ would be bound. In the above, the notation $p[x:=y]$ means the term $p$ but with every occurrence of $x$ replaced by $y$.
(e) The free variable set of a term $[t]$ is $F V(t)$, where $t$ is any representative of $[t]$, and similarly for formulas. For convenience, equivalence class brackets will be dropped.
(f) There is also the following shorthand notation,
i. $\neg p$ means $p \Rightarrow \perp$,
ii. $p \Leftrightarrow q$ means $(p \Rightarrow q) \wedge(q \Rightarrow p)$,
iii. $\{x\}$ means $\left\{x^{\prime}: \tau \mid x=x^{\prime}\right\}$, where $x: \tau$,
iv. $\varnothing_{x: \tau}$ means $\{x: \tau \mid \perp\}$
3. Finally, there are two sets of axioms concerning the entailment relation, these are as follows.
(a) The structural rules:
i. For any variable $p$ and valid context $\Delta$.

$$
p \vdash_{\Delta} p
$$

ii. For any variables $p, q, r$ and valid context $\Delta$.

$$
\frac{p \vdash_{\Delta} q \quad q \vdash_{\Delta} r}{p \vdash_{\Delta} r}
$$

iii. For any sequence of variables $\left(x_{1}: \tau_{1}, \ldots, x_{n}: \tau_{n}\right)$, sequence of terms $\left(t_{1}\right.$ : $\left.\tau_{1}, \ldots, t_{n}: \tau_{n}\right)$, and context $\Sigma$ such that each variable which appears in $\Delta$, except for those in $\left(x_{1}, \ldots, x_{n}\right)$, also appear in $\Sigma$,

$$
\frac{p \vdash_{\Delta} q}{p\left[\left(x_{1}, \ldots, x_{n}\right):=\left(t_{1}, \ldots, t_{n}\right)\right] \vdash_{\Sigma} q\left[\left(x_{1}, \ldots, x_{n}\right):=\left(t_{1}, \ldots, t_{n}\right)\right]}
$$

where $p\left[\left(x_{1}, \ldots, x_{n}\right):=\left(t_{1}, \ldots, t_{n}\right)\right]$ means the term given by $p$ after simultaneously substituting each $x_{i}$ for $t_{i}$ (similarly for $q$ ). It is assumed that no free variable in any $t_{i}$ becomes bound in $p\left[\left(x_{1}, \ldots, x_{n}\right):=\left(t_{1}, \ldots, t_{n}\right)\right]$ nor $q\left[\left(x_{1}, \ldots, x_{n}\right):=\right.$ $\left.\left(t_{1}, \ldots, t_{n}\right)\right]$. This can always be achieved by renaming bound variables. ${ }^{1}$

Note: this axiom also allows introducing superfluous variables to the context $\Delta$, and also for rearrangement of elements.
(b) The logical rules, in the following, the notation $\Delta, x: \tau$ means the context given by $\Delta$ with the variable $x: \tau$ appended to the end,
i. True and False.

$$
\overline{p \vdash_{\Delta} \top}(\top) \quad \overline{\perp \vdash_{\Delta} p}(\perp)
$$

ii. Conjunction introduction and elimination.

$$
\begin{gathered}
\frac{r \vdash_{\Delta} p \quad r \vdash_{\Delta} q}{r \vdash_{\Delta} p \wedge q}(\wedge I) \quad \frac{r \vdash_{\Delta} p \wedge q}{r \vdash_{\Delta} p}(\wedge E)_{L} \\
\frac{r \vdash_{\Delta} p \wedge q}{r \vdash_{\Delta} q}(\wedge E)_{R}
\end{gathered}
$$

iii. Disjunction introduction and elimination.

$$
\begin{gathered}
\frac{p \vdash_{\Delta} r \quad q \vdash_{\Delta} r}{p \vee q \vdash_{\Delta} r}(\vee I) \quad \frac{p \vee q \vdash_{\Delta} r}{p \vdash_{\Delta} r}(\vee E)_{L} \\
\frac{p \vee q \vdash_{\Delta} r}{q \vdash_{\Delta} r}(\vee E)_{R}
\end{gathered}
$$

iv. Implication introduction and elimination.

$$
\frac{p \wedge q \vdash_{\Delta} r}{p \vdash_{\Delta q} \Rightarrow r}(\Rightarrow I) \quad \frac{p \vdash_{\Delta} q \Rightarrow r}{p \wedge q \vdash_{\Delta} r}(\Rightarrow E)
$$

$v$. For all introduction and elimination. In what follows, $x: \tau$ is arbitrary.

$$
\frac{p \vdash_{\Delta, x: \tau} q}{p \vdash \forall x: \tau, q}(\forall I) \quad \frac{p \vdash_{\Delta} \forall x: \tau, q}{p \vdash_{\Delta, x: \tau} q}(\forall E)
$$

vi. Existential introduction and elimination.

$$
\frac{p \vdash_{x: \tau, \Delta} q}{\exists x: \tau, p \vdash_{\Delta} q}(\exists I) \quad \frac{\exists x: \tau, p \vdash_{\Delta} q}{p \vdash_{x: \tau, \Delta} q}(\exists E)
$$

vii. Equality introduction. In what follows, $x: \tau$ is arbitrary.

$$
\overline{\top \vdash x=x}(=I)
$$

As well as equality elimination:

$$
\overline{x_{1}=y_{1} \wedge \ldots \wedge x_{n}=y_{n} \wedge p \vdash_{\Delta} p\left[\left(x_{1}, \ldots, x_{n}\right):=\left(y_{1}, \ldots, y_{n}\right)\right]}(=E)
$$

We write $t \vdash s$ for $t \vdash_{\varnothing} s$ and $\vdash_{\Delta} p$ for $T \vdash_{\Delta} p$.

[^1]The logical rules and structural rules together form the deduction rules.
3.2. Remark. Notice that Definition 3.1 admits no deduction rules associated to terms of the form $\{x: \tau \mid p\}$ nor to terms of the form $\bigvee_{i=0}^{\infty} p_{i}$. Such rules do exist but are given as derived rules later on (Proposition 3.19) once the internal logic of a topos has been defined.
3.3. Some helpful type theory lemmas. Many reasonable sounding statements concerning the entailment relation do in fact follow from the axioms and deduction rules, this section provides a collection of particularly helpful ones. Many of these will be used in Section 5. In what follows, $\Delta, x: \tau$ will always mean the context given by appending $x: \tau$ to the end of the sequence $\Delta$, we give full proofs to illustrate the basic methods involved in working with type theories.
3.4. Lemma. Let $p, q, r$ be arbtirary formulas and $x: \tau$ an arbitrary variable.

1. $p \wedge q \vdash_{\Delta} r$ if and only if $q \wedge p \vdash_{\Delta} r$
2. $p \vdash_{\Delta} \neg(\neg p)$,
3. if $p \vdash_{\Delta} q$, then $p \wedge r \vdash_{\Delta} q$,
4. $\neg q \vdash_{\Delta} \neg(q \wedge p)$,
5. $p \wedge(q \vee r) \vdash_{\Delta}(p \wedge q) \vee(p \wedge r)$,
6. $(p \vee q) \wedge \neg q \vdash_{\Delta} p$, and
7. $(\exists x: \tau, p) \wedge q \vdash_{\Delta} \exists x: \tau, p \wedge q$ and $\exists x: \tau, p \wedge q \vdash_{\Delta}(\exists x: \tau, p) \wedge q$

## Proof.

1. There is the following proof tree.

$$
\frac{q \wedge p \vdash_{\Delta} q \wedge p}{q \wedge p \vdash_{\Delta} p}(3(\mathrm{~b}) \mathrm{ii}) \quad \frac{q \wedge p \vdash_{\Delta} q \wedge p}{q \wedge p \vdash_{\Delta} q}(3(3 \mathrm{~b}) \mathrm{ii}) \quad \begin{gathered}
\vdots \\
q \wedge p \vdash_{\Delta} p \wedge q \\
q \wedge p \vdash_{\Delta} r
\end{gathered} \quad p \wedge q \vdash_{\Delta} r(3(\mathrm{a}) \mathrm{ii})
$$

2. Let $\pi$ denote the following proof tree.

$$
\frac{p \wedge(p \Rightarrow \perp) \vdash_{\Delta} p \wedge(p \Rightarrow \perp)}{\frac{p \wedge(p \Rightarrow \perp) \vdash_{\Delta} p \Rightarrow \perp}{p \wedge(3(\mathrm{~b}) \mathrm{ii})} \frac{p \wedge(p \Rightarrow \perp) \vdash_{\Delta} p \wedge(p \Rightarrow \perp)}{p \wedge(p \Rightarrow \perp) \vdash_{\Delta} p}(3(\mathrm{~b}(\mathrm{~b}) \mathrm{iii})}
$$

Then, there is the following proof tree.
3. Observe the following proof tree.

$$
\frac{\begin{array}{c}
\vdots \\
p \vdash_{\Delta} q
\end{array} \frac{q \wedge r \vdash_{\Delta} q \wedge r}{q \vdash_{\Delta} r \Rightarrow(q \wedge r)}}{(3(\mathrm{~b}) \mathrm{iv})} \text { (3(a)ii) }
$$

4. By axiom (3(b)iv), it suffices to show $(q \Rightarrow \perp) \wedge(q \wedge p) \vdash_{\Delta} \perp$, for which it suffices to show $((q \Rightarrow \perp) \wedge q) \wedge p) \vdash_{\Delta} \perp$. By part 2 of this Lemma, it suffices to show $(q \Rightarrow \perp) \wedge q \vdash \perp$, which follows from axiom (3(b)iv), as $q \Rightarrow \perp \vdash_{\Delta} q \Rightarrow \perp$.
5. By (3(b)iv), it suffices to show $q \vee r \vdash_{\Delta} p \Rightarrow((p \wedge q) \vee(p \wedge r))$, for which by (3(b)iii), it suffices to show both $q \vdash_{\Delta} p \Rightarrow((p \wedge q) \vee(p \wedge r))$, and $r \vdash_{\Delta} p \Rightarrow((p \wedge q) \vee(p \wedge r))$. The first sequent can be proved by the following, where the label (1) is referring to the first part of this Lemma.

There is a similar proof tree for the remaining sequent.
6. From part 4 of this Lemma, it suffices to show $(p \wedge \neg q) \vee(\neg q \wedge q) \vdash_{\Delta} p$, for which there is the following proof tree.
7. Observe the following proof tree.

$$
\begin{gathered}
\frac{\exists x: \tau, p \wedge q \vdash_{\Delta} \exists x: \tau, p \wedge q}{p \wedge q \vdash_{\Delta, x: \tau} \exists x: \tau, p \wedge q} \\
\frac{p(\mathrm{~b}) \mathrm{vi})}{p \vdash_{\Delta, x: \tau} q \Rightarrow(\exists x: \tau, p \wedge q)} \\
\left.\frac{\exists x: \tau, p \vdash_{\Delta} q \Rightarrow(\exists x: \tau, p \wedge q)}{(3)}(3)(\mathrm{b}) \mathrm{vi}\right) \\
(\exists x: \tau, p) \wedge q \vdash_{\Delta} \exists x: \tau, p \wedge q
\end{gathered}(\text { (b)iv) })
$$

Reading this same proof tree from bottom to top gives a proof tree for the second sequent.
3.5. Lemma. If $x: \tau$ is a variable, and $t: \tau$ is a term, then

$$
x=t \vdash_{\Delta, x: \tau} s \quad \text { if and only if } \quad \vdash_{\Delta} s[x:=t]
$$

Proof. The "only if" direction follows from the following proof tree.

For the other direction, let $x^{\prime}: \tau$ be such that $x^{\prime} \notin \mathrm{FV}(s)$, then there is the following proof tree.

$$
\begin{array}{cc}
\frac{x=x^{\prime} \wedge s\left[x:=x^{\prime}\right] \vdash_{\Delta, x: \tau, x^{\prime}: \tau} s}{x=t \wedge s[x:=t] \vdash_{\Delta, x: \tau} s}(3(\mathrm{~b}) \mathrm{vii}) \\
\frac{\vdash_{x, \Delta} s[x:=t] \quad}{}(3.4) \\
\vdots & \frac{s[x:=t] \wedge x=t \vdash_{\Delta, x: \tau} s}{s[x:=t] \vdash_{\Delta, x: \tau}(x=t) \Rightarrow s}(3(\mathrm{~b}) \mathrm{iv}) \\
\frac{\vdash_{\Delta, x: \tau}(x=t) \Rightarrow s[x:=t]}{x=t \vdash_{\Delta, x: \tau} s[x:=t]}(3(\mathrm{~b}) \mathrm{iv})
\end{array}
$$

3.6. Lemma. If $p \vdash_{\Delta, x: \tau} q$, then $\exists x: \tau, p \vdash_{\Delta} \exists x: \tau, q$.

Proof. First, let $\pi$ denote the following proof tree.

$$
\frac{\forall x: \tau, q \vdash_{\Delta} \forall x: \tau, q}{\forall x: \tau, q \vdash_{\Delta, x: \tau} q}(3(\mathrm{~b}) \mathrm{v}) \quad \frac{\exists x: \tau, q \vdash_{\Delta} \exists x: \tau, q}{q \vdash_{\Delta, x: \tau} \exists x: \tau, q}(3(\mathrm{~b}) \mathrm{vi})
$$

Then there is the following.

$$
\begin{array}{cc}
\vdots & \\
\frac{p}{} \begin{array}{c}
p \vdash_{\Delta, x: \tau} q \\
p \vdash_{\Delta} \forall x: \tau, q \\
p \vdash_{\Delta, x: \tau} \forall x: \tau, q \\
\forall x(\mathrm{~b}) \mathrm{v}) \\
(3(\mathrm{a}) \mathrm{iii})
\end{array} & \vdots x: \tau, q \vdash_{\Delta, x: \tau} \exists x: \tau, q \\
\frac{p \vdash_{\Delta, x: \tau} \exists x: \tau, q}{\exists x: \tau, p \vdash_{\Delta} \exists x: \tau, q}(3(\mathrm{~b}) \mathrm{vi})
\end{array}
$$

3.7. Lemma. Let $t: \tau$ be a term and $p$ a formula. Then

$$
p[x:=t] \vdash_{\Delta} \exists x: \tau, p
$$

The term $t$ can be thought of as a witness of the statement $p$, so this Lemma states that to entail $\exists x: \tau, p$, it suffices to bear a witness $t$.

Proof. Observe the following proof tree,

$$
\frac{\exists x: \tau, p \vdash_{\Delta} \exists x: \tau, p}{p \vdash_{\Delta, x: \tau} \exists x: \tau, p}(3(\mathrm{~b}) \mathrm{vi})
$$

3.8. Lemma. If $p \vdash q$ then $p \vdash q \vee r$.

Proof. Observe the following proof tree.

$$
\left.\frac{p \vdash q \quad \frac{q \vee r \vdash q \vee r}{q \vdash q \vee r}}{p \vdash q \vee r}(3(\mathrm{~b}) \mathrm{b}) \mathrm{iii}\right)
$$

3.9. Internal logic. As already mentioned, if $\mathcal{E}$ is an elementary topos, then there is an associated type theory in the sense of Definition 3.1, called the pure internal logic of $\mathcal{E}$. We now define this.
3.10. Definition. Let $\mathcal{E}$ be a topos which admits countably infinite colimits. Choose a colimit for every cocone, and a limit for every finite cone. Also choose an initial object $\mathbb{1}$, a subobject classifer $\Omega$ along with a family of exponentials for $\Omega$. The pure internal logic of $\mathcal{E}$ (or pure internal language) is a type theory in the sense of Definition 3.1, which for every object $A \in \mathcal{E}$ admits a type with the same name. If $C \in \mathcal{E}$ is the chosen product of objects $A$ and $B$, then identify the type $C$ with the product type $A \times B$. Similarly, if $C$ is the chosen exponent $\Omega^{A}$ for some obejct $A \in \mathcal{E}$, then identify the type $P A$ with the type $C$. The function symbols are all $f: A \rightarrow B$, where $f$ is a morphism in $\mathcal{E}$, the relation symbols are all $r$ where $r: R \mapsto A$ is a subobject of $A$ in $\mathcal{E}$, and terms and formulas consisting only of those which can be constructed from the formation rules as given in Definition 3.1.
3.11. Remark. It is important in Definition 3.10 that the relation symbols are subobjects and not chosen representatives of subobjects. The reason is due to the Substitution Lemma ( 3.18 below). We show an example of what can go wrong if particular representatives are taken. Let $r$ be a formula with free variable $x$ of type $X$, and $t_{1}: X, t_{2}: Y$ terms, for simplicity we assume that $t_{1}$ has a single free variable $y: Y$ and $t_{2}$ is closed. We assume also that $y: Y$ does not appear inside $r$. Since the terms $\left(r\left[x:=t_{1}\right]\right)\left[y:=t_{2}\right]$ and
$r\left[x:=t_{1}\left[y:=t_{2}\right]\right]$ are equal to each other, in order for the substitution Lemma to be well defined, we need the following to hold.

$$
\begin{equation*}
\llbracket .\left(r\left[x:=t_{1}\right]\right)\left[y:=t_{2}\right] \rrbracket=\llbracket . r\left[x:=t_{1}\left[y:=t_{2}\right]\right] \rrbracket \tag{11}
\end{equation*}
$$

Now, $\llbracket .\left(r\left[x:=t_{1}\right]\right)\left[y:=t_{2}\right] \rrbracket$ is given by the following pair of pullback squares.


On the other hand, $\llbracket . r\left[x:=t_{1}\left[y:=t_{2}\right]\right] \rrbracket$ is such that the following is a pullback diagram.


Hence, if we chose a subobject representative for each subobject, equality (11) would not be guaranteed. However, these two subobjects are necessarily isomorphic by virtue of them both being pullbacks of the same Diagram, as the morphisms in the bottom row of (12), (13) are equal. Thus, formulas are subobjects, not chosen representatives of subobjects.

The Definition of entailment for this type theory is delayed until after Definition 3.13 below. Largely following Johnstone [Johnstone, 2002, §D4.1], associated to the pure internal logic of a topos $\mathcal{E}$ is an interpretation of this type theory in $\mathcal{E}$, ie, an assignment of an object in $\mathcal{E}$ to every type, a morphism with codomain $B$ to every tuple $(\Delta, t: B)$ consisting of a term $t$ along with a suitable context (where, as was given in Definition 3.1, a context $\Delta$ is a suitable context for $t$ if every free variable of $t$ appears in $\Delta$ ), and a monomorphism to every tuple $(\Delta, p)$ where $p$ is a formula and $\Delta$ is a suitable context. In more detail, if $\Delta=\left(x_{1}: A_{1}, \ldots, x_{n}: A_{n}\right)$ is a context and we have assigned objects $\llbracket A_{i} \rrbracket$ to each type $A_{i}$, and $t: B$ is a term for which $\Delta$ is a suitable context, then $\llbracket \Delta . t \rrbracket$ is a morphism.

$$
\llbracket A_{1} \rrbracket \times \ldots \times \llbracket A_{n} \rrbracket \xrightarrow{\llbracket \Delta . t \rrbracket} \llbracket B \rrbracket
$$

If $p$ is a formula for which $\Delta$ is a suitable context, then $\llbracket \Delta . p \rrbracket$ is a subobject. We will use $\llbracket \Delta . p \rrbracket$ to denote both this morphism and the domain of this morphism.

$$
\begin{equation*}
\llbracket \Delta . p \rrbracket \longmapsto \llbracket A_{1} \rrbracket \times \ldots \times \llbracket A_{n} \rrbracket \tag{14}
\end{equation*}
$$

In what follows, we will make use of the Heyting algebra structure on the category of subobjects C associated to an object $C \in \mathcal{E}$ and the perspective on quantifiers as adjoint functors between such categories. For a review of this material, see the Appendix Section A. Also, we introduce some notation.
3.12. Notation. Recall that any topos $\mathcal{E}$ admits all exponentials. That is, for triple $A, B, C$ of objects in $\mathcal{E}$ there is an object $C^{A}$ and a natural bijection $\operatorname{Hom}(A \times B, C) \cong$ $\operatorname{Hom}\left(B, C^{A}\right)$. We denote the image of $f: A \times B \longrightarrow C$ under this bijection by ${ }^{\ulcorner } f^{\urcorner}{ }_{C}$ : $B \longrightarrow C^{A}$. In the setting where there is low risk of ambiguity we simply write $\left.{ }^{\ulcorner } f\right\urcorner$ for ${ }^{\ulcorner } f^{\urcorner}{ }_{C}$.
3.13. Definition. The interpretation $\llbracket \cdot \rrbracket$, of a type, term or formula of the internal logic of $\mathcal{E}$ is defined by induction on the collection of objects and morphisms.

- Types: If $A$ is an object of $\mathcal{E}$ viewed as a type, then $\llbracket A \rrbracket$ is this object. If $A \times B$ is a product type, then let $\llbracket A \times B \rrbracket$ be the chosen product $\llbracket A \rrbracket \times \llbracket B \rrbracket$. For terms of the form $P A$, let $\llbracket P A \rrbracket$ be the object $\Omega^{A}$.
- Terms and formulas: assume in what follows that $\Delta$ is always a suitable context. Also, for any context $\Sigma=\left(x_{1}: A_{1}, \ldots, x_{n}: A_{n}\right)$, let $\bar{\Sigma}$ be $\llbracket A_{1} \rrbracket \times \ldots \times \llbracket A_{n} \rrbracket$ in $\mathcal{E}$.
- If $x: A$ is a variable, then

$$
\llbracket \Delta . x \rrbracket=\pi_{A}: \bar{\Delta} \rightarrow \llbracket A \rrbracket
$$

is the projection onto $\llbracket A \rrbracket$. In the case where $\Delta=A$ then $\llbracket \Delta . x \rrbracket$ is the identity morphism $\operatorname{id}_{A}$.
$-\llbracket \Delta . * \rrbracket=\bar{\Delta} \rightarrow \llbracket \mathbb{1} \rrbracket$, the unique morphism into the terminal object.

- Recall from Theorem $A .8$ that $\operatorname{Sub}(\bar{\Delta})$ is a Heyting algebra. In light of this, let $\llbracket \Delta . \top \rrbracket$ be the terminal object of this category, and $\llbracket \Delta \mid \perp \rrbracket$ the initial object of this category.
- If $t: A$ and $s: B$, then we interpret the product term $\langle t, s\rangle$ as the product morphism.

$$
\llbracket \Delta .\langle t, s\rangle \rrbracket=(\llbracket \Delta . t \rrbracket, \llbracket \Delta . s \rrbracket)
$$

- If $t: A \times B$, then $\llbracket \Delta . \mathrm{fst}(t) \rrbracket=\pi_{L} \llbracket \Delta . t \rrbracket$, similarly for $\operatorname{snd}(t)$.
- If $f: A \rightarrow B$ is a function symbol, and $t: A$ a term, then $\llbracket \Delta \mid f t \rrbracket$ is the composite

$$
\bar{\Delta} \xrightarrow{\llbracket \Delta . t \rrbracket} \llbracket A \rrbracket \xrightarrow{f} \llbracket B \rrbracket
$$

- If $R \subseteq A$ is a relation symbol corresponding to a monomorphism $r: R \rightarrow A$, and $t: A$ a term, then $\llbracket \Delta . R(t) \rrbracket$ is the subobject $B \mapsto \bar{\Delta}$ such that the following is a pullback diagram.

$-\llbracket \Delta . t=s \rrbracket$ is the following subobject.

$$
\text { Equaliser }(\llbracket \Delta . t \rrbracket, \llbracket \Delta . s \rrbracket) \multimap \bar{\Delta}
$$

- In the notation of Definition A.9, if $p$ and $q$ are formulas, then we define the following.

$$
\begin{aligned}
\llbracket \Delta \cdot p \wedge q \rrbracket & =\llbracket \Delta \cdot p \rrbracket \wedge \llbracket \Delta \cdot q \rrbracket, \\
\llbracket \Delta \cdot p \vee q \rrbracket & =\llbracket \Delta \cdot p \rrbracket \vee \llbracket \Delta \cdot q \rrbracket, \\
\llbracket \Delta \cdot p \Rightarrow q \rrbracket & =\llbracket \Delta \cdot p \rrbracket \Rightarrow \llbracket \Delta \cdot q \rrbracket .
\end{aligned}
$$

- Similarly, if $\left\{p_{i}\right\}_{i=0}^{\infty}$ is a countably infinite set of formulas, then

$$
\llbracket \Delta . \bigvee_{i=0}^{\infty} p_{i} \rrbracket=\bigvee_{i=1}^{\infty} \llbracket \Delta . p_{i} \rrbracket
$$

where $\bigvee_{i=1}^{\infty}$ is the countably infinite coproduct of the category $\operatorname{Sub}(\bar{\Delta})$, this exists as we have assumed that $\mathcal{E}$ admits countably infinite colimits, see Remark A.10.

- As was done at the beginning of Section 3.3, let $\Delta, a: A$ mean the context $\Delta$ with $a: A$ appended to the end. Also, $\Delta \backslash a: A$ will mean $\Delta$ with $a: A$ omitted (assuming $a: A$ appears in $\Delta$ ). $\llbracket \Delta . \exists a: A, p \rrbracket$ is the image (see Definition A.2) of the following composite.

$$
\llbracket \Delta . p \rrbracket \longmapsto \bar{\Delta} \longrightarrow \quad \pi \quad \overline{\Delta \backslash a: A}
$$

Here, the morphism $\pi$ is given by a product of projection morphisms.

- Recall from Theorem A. 3 that the functor $\pi^{*}: \operatorname{Sub}(\overline{\Delta \backslash a: A}) \rightarrow \operatorname{Sub}(\bar{\Delta})$ admits a right adjoint, in accordance with Definition A.4, we denote this adjoint by $\forall_{\pi}$. We define the following.

$$
\begin{equation*}
\llbracket \Delta . \forall a: A, p \rrbracket=\forall_{\pi}(\llbracket \Delta, a: A \cdot p \rrbracket) \tag{15}
\end{equation*}
$$

$-\llbracket \Delta .\{x: A . p\} \rrbracket$ is the transpose of the morphism $\chi_{\llbracket \Delta, a: A . p(t) \rrbracket}$ which in turn is the unique morphism such that the following is a pullback diagram.


That is, $\llbracket \Delta .\{x: A \mid p\} \rrbracket: \bar{\Delta} \rightarrow \Omega^{A}$ is $\left.{ }^{\ulcorner } \chi_{\llbracket \Delta, a: A \cdot p \rrbracket}\right\urcorner$ (see Notation 3.12).
$-\llbracket \Delta . t \in\{x: A \mid p\} \rrbracket$ is the monic $C \longrightarrow \bar{\Delta}$ such that the following is a pullback diagram, in the following the morphism $\in_{A} \longrightarrow A \times \Omega^{A}$ is the subobject corresponding to the morphism $\mathrm{Eval}_{\mathrm{A}}: A \times \Omega^{A} \longrightarrow \Omega$.

where the bottom morphism is $(\llbracket \Delta . t \rrbracket, \llbracket \Delta .\{x: A . p\} \rrbracket)$.
Now, Definition 3.10 can be completed
3.14. Definition. [Finishing Definition 3.10] We define $p \vdash_{\Delta} q$ to mean $\llbracket \Delta . p \rrbracket \leq \llbracket \Delta . q \rrbracket$, where $\leq$ is the preorder on the set $\operatorname{Sub}(\bar{\Delta})$.

In Definition 3.1 we defined the notion of a type theory with no reference to a topos $\mathcal{E}$. In Definition 3.10 we defined a type theory corresponding to a given topos $\mathcal{E}$ (where $\mathcal{E}$ admits countably infinite colimits) which we called the pure internal logic associated to $\mathcal{E}$. The deduction rules of the pure internal logical are rather restrictive, so we make a new definition (Definition 3.17) which allows these deduction rules to be extended to include extra rules, the derived rules (Definition 3.15), provided that the result remains sound, that is, what is provable in the internal logic reflects true statements when interpreted in $\mathcal{E}$. What extra deduction rules are allowed is made precise in Definition 3.15 and some examples are given in Example 3.16 and Proposition 3.19.
3.15. Definition. Consider the pure internal logic of a topos $\mathcal{E}$ admitting all countably infinite colimits. A derived rule consists of a pair $\left(\left\{\mathfrak{a}_{i}\right\}_{i \in I}, \mathfrak{b}\right)$ consisting of a set $\left\{\mathfrak{a}_{i}\right\}_{i \in I}$ of sequents in the pure internal logic along with a sequent $\mathfrak{b}$ also in the pure internal logic subject to the condition that the interpretation of $\mathfrak{b}$ holds whenever the interpretation of all $\mathfrak{a}_{\mathfrak{i}}$ hold.

Derived rules $\left(\left\{\mathfrak{a}_{i}\right\}_{i \in I}, \mathfrak{b}\right)$ where the set I is finite will be represented by a horizontal line with the sequents in $\left\{\mathfrak{a}_{i}\right\}_{i \in I}$ displayed above the line and the sequent $\mathfrak{b}$ below the line, similar to the deduction rules of Definition 3.10. For example, the following notate, from left to right, a derived rule where the set I has 0,1 and 2 elements respectively.

$$
p \vdash_{\Delta q} \quad \frac{p \vdash_{\Delta} q}{r \vdash_{\Sigma} s} \quad \frac{p \vdash_{\Delta} q \quad s \vdash_{\Sigma} r}{t \vdash_{\Omega} v}
$$

Such a derived rule is finite.
In the case where the set $I$ is infinite, we will denote a derived rule $\left(\left\{\mathfrak{a}_{i}\right\}_{i \in I}, \mathfrak{b}\right)$ as follows. Such a deduction rule is infinitary.

$$
\frac{\left\{\mathfrak{a}_{i}\right\}_{i \in I}}{\mathfrak{b}}
$$

$A$ derived rule where the indexing set $I$ is empty is a derived sequent.
3.16. Example. A simple example of a sound deduction rule which is not a deduction rule of the pure internal logic is the following sequent.

$$
\begin{equation*}
\vdash_{z: A \times B} \exists a: A, \exists b: B, z=\langle a, b\rangle \tag{16}
\end{equation*}
$$

3.17. Definition. An extended internal logic of a topos $\mathcal{E}$ is given by the pure internal logic along with a finite set of derived rules. In this paper, we will only be concerned with one internal logic which is given by the pure internal logic along with the derived rules given in Proposition 3.19 below. This is the internal logic (or internal language) of $\mathcal{E}$.

According to Definition 3.13 terms in the pure internal logic are interpreted as morphisms, and formulas are interpreted as subobjects. How can the pure internal logic be used to describe morphisms between subobjects? One way is given by the following Lemma. We remark that this is stated without proof as Lemma 1.2.7 in [Johnstone, 2002, §D].
3.18. Lemma. [Substitution property] Let $b_{1}: B_{1}, \ldots, b_{n}: B_{n}$ be a sequence of variables and let $t_{1}: B_{1}, \ldots, t_{n}: B_{n}$ be a sequence of terms with $t_{i}$ having the same type as $b_{i}$ for each $i=1, \ldots, n$. Consider also a formula $q$ and a context $\Delta$ suitable for all of $t_{1}, \ldots, t_{n}$. There exists a morphism $\delta$ such that the following Diagram is a pullback square.


The pure internal logic is insufficient for the result we prove in Section 5.14. We now define the set of derived rules which will be required.
3.19. Proposition. The following are derived rules.

1. Let $a: A$ be a variable of type $A$ and $b: B$ a variable of type $B$. Let $t(a)$ be a term with free variable set $\{a: A\}$ and let $p, q$ be formulas and assume $b: B \in \mathrm{FV}(q)$. We have the following:

$$
\frac{p \vdash_{\Delta} t(a) \in\{b: B \mid q\}}{p \vdash_{\Delta} q[b:=t(a)]}(\mathrm{Mem})_{1}
$$

as well as:

$$
\frac{p \vdash_{\Delta} q[b:=t(a)]}{p \vdash_{\Delta} t(a) \in\{b: B \mid q\}}(\mathrm{Mem})_{2}
$$

(The label Mem stands for "member")
2. Consider a countable set of formulas $\left\{p_{i}\right\}_{i \geq 0}$, a formula $q$, a context $\Sigma$ such that the free variables of all $p_{i}$ and $q$ appear in $\Sigma$, and a countable set of sequents $p_{i} \vdash_{\Sigma} q$. Recall also the notation for infinite derived rules given in Definition 3.15.

$$
\frac{\left\{p_{i} \vdash_{\Sigma} q\right\}_{i \geq 0}}{\bigvee_{i \geq 0} p_{i} \vdash_{\Sigma} q}(\bigvee I) \quad \frac{\bigvee_{i \geq 0} p_{i} \vdash_{\Sigma} q}{p_{i} \vdash_{\Sigma} q}(\bigvee E)_{i}
$$

3. Let $p, q$ be formulas and $\Delta$ a valid context for them. We have the following:

$$
\frac{\vdash_{\Delta}\{a: A \mid p\}=\{a: A \mid q\}}{\vdash_{\Delta, a: A} p \Leftrightarrow q}(\{\cdot\} E)
$$

as well as:

$$
\frac{\vdash_{\Delta, a: A} p \Leftrightarrow q}{\vdash_{\Delta}\{a: A \mid p\}=\{a: A \mid q\}}(\{\cdot\} I)
$$

Proof. First we prove (1).
This is mostly a matter of unwinding definitions. First we calculate $\llbracket \Delta . t(a) \in\{b$ : $B \mid q\} \rrbracket$. By Definition 3.13 we have that $\llbracket \Delta .\{b: B \mid q\} \rrbracket$ is the transpose of the unique morphism $\chi_{\llbracket \Delta, b: B . q \rrbracket}$ such that the following is a pullback diagram.


Then, the morphism $\llbracket \Delta . t(a) \in\{b: B \mid q\} \rrbracket$ is the monomorphism $\bar{\Delta} \longrightarrow B \times \Omega^{B}$ which has been chosen so that the following is a pullback square.


Next we describe $\llbracket \Sigma . q[b:=t(a)]$. We will need an explicit description for $\Sigma$, say $\Sigma=$ ( $b: B, b_{1}: B_{1}, \ldots, b_{n}: B_{n}$ ), there is a small loss of generality here because we assume that $b: B$ appears as the first element in $\Sigma$ but the proof of the other cases differ only trivially to this case. By Lemma 3.18 we have that the following is a pullback Diagram, where $b_{1}: B_{1}, \ldots, b_{n}: B_{n}$ are variables.


Now, to show that $(\mathrm{Mem})_{1},\left(\mathrm{Mem}_{2}\right)$ are derived rules, we have to show the following.

$$
\begin{equation*}
\llbracket \Delta . p \rrbracket \leq \llbracket \Delta . t(a) \in\{b: B \mid q\} \rrbracket \text { if and only if } \llbracket \Delta . p \rrbracket \leq \llbracket \Delta . q[b:=t(a) \rrbracket \rrbracket \tag{21}
\end{equation*}
$$

In other words, we must show that there exists a morphism $c: \llbracket \Delta . p \rrbracket \longrightarrow \llbracket \Delta . t(a) \in\{b$ : $B \mid q\} \rrbracket$ such that the Diagram on the left of (22) commutes if and only if there exists a morphism $d: \llbracket \Delta . p(a) \rrbracket \longrightarrow \llbracket \Delta . q[b:=t(a) \rrbracket \rrbracket$ so that the Diagram on the right of (22) commutes. The proof of both directions are similar to each other so we only show the forwards implication, we have labelled the morphism $\llbracket \Delta . p(a) \rrbracket \longmapsto \bar{\Delta}$ by $\delta$ for the sake of future reference.


First, we consider Diagram (23). The bottom right triangle of this Diagram commutes as $\Omega^{B}$ is an exponential. The top left triangle commutes just by definition of the morphisms involved. Hence the outer square is commutative.


We now use this to prove the statement at hand. Say the left Triangle of (22) commutes. We consider the following two Diagrams.


Both of these Diagrams consist of two pullback squares, and so both outer squares are pullback squares. Since the outer square of the bottom Diagram of (24) is a pullback
square, to construct a morphism $\llbracket \Delta \cdot p(a) \rrbracket \longrightarrow D$ it suffices to define a morphism $\gamma$ : $\llbracket \Delta . p(a) \rrbracket \longrightarrow \bar{\Delta}$ such that the following composite:

is equal to the following composite.

$$
\begin{equation*}
\llbracket \Delta . p \rrbracket \longrightarrow \mathbb{1} \xrightarrow{\text { True }} \Omega \tag{27}
\end{equation*}
$$

By commutativity of the outer square on the top Diagram of (24), we have that the morphism (27) is equal to the following composite.


Hence, by observing commutativity of Diagram (23), we see that $\delta$ is an appropriate choice for $\gamma$.

Now we prove (2). We notice that the collection of subobjects $\llbracket \Sigma . p_{i} \rrbracket$ factors through the subobject $\llbracket \Sigma . q \rrbracket$ if and only if the coproduct $\bigvee_{i \geq 0} \llbracket \Sigma . p_{i} \rrbracket$ (in the category $\operatorname{Sub}(\bar{\Sigma})$ ) factors through $\llbracket \Sigma . q \rrbracket$. This statement is exactly the statement that $(\bigvee I)$ and $(\bigvee E)_{i}$ in (2) are derived rules.

Finally, we prove (3). In light of the derived deduction rules (1) it suffices to show the following are derived deduction rules.

$$
\frac{\vdash_{\Delta}\{a: A \mid p\}=\{a: A \mid q\}}{\vdash_{\Delta, a^{\prime}: A} a^{\prime} \in\{a: A \mid p\} \Leftrightarrow a^{\prime} \in\{a: A \mid q\}}(\text { Leib })_{1}
$$

and

$$
\frac{\vdash_{\Delta, a^{\prime}: A} a^{\prime} \in\{a: A \mid p\} \Leftrightarrow a^{\prime} \in\{a: A \mid q\}}{\vdash_{\Delta}\{a: A \mid p\}=\{a: A \mid q\}}(\text { Leib })_{2}
$$

Recall from Definition 3.13 that $\llbracket \Delta .\{a: A \mid p\}=\{a: A \mid q\} \rrbracket \longmapsto \bar{\Delta}$ is the monomorphism rendering the following an equaliser diagram.

$$
\begin{equation*}
\llbracket \Delta .\{a: A \mid p\}=\{a: A \mid q\} \rrbracket \longmapsto \bar{\Delta} \xlongequal[\llbracket \Delta .\{a: A \mid q\} \rrbracket]{\llbracket \Delta .\{a: A \mid p\} \rrbracket} \Omega^{A} \tag{29}
\end{equation*}
$$

Hence, the sequent $\vdash_{\Delta}\{a: A \mid p\}=\{a: A \mid q\}$ holds if and only if $\llbracket \Delta .\{a: A \mid p\} \rrbracket=$ $\llbracket \Delta .\{a: A \mid q\} \rrbracket$.

On the other hand, $\llbracket \Delta, a^{\prime}: A \cdot a^{\prime} \in\{a: A \mid p\} \rrbracket$ and $\llbracket \Delta, a^{\prime}: A \cdot a^{\prime} \in\{a: A \mid p\} \rrbracket$ are such that the following Diagrams are pullback squares.


Hence, that these two subobjects being equal to each other is equivalent to the statement that $\llbracket \Delta, a: A .\{a: A \mid p\} \rrbracket=\llbracket \Delta, a: A .\{a: A \mid q\} \rrbracket$. This shows that (Leib) ${ }_{1},(\text { Leib })_{2}$ are derived deduction rules.

## 4. Using an internal logic

It is often convenient when working with an internal logic to have all objects and morphisms of current interest described via the internal logic. Therefore, we dedicate Section 4.1 to showing how to construct a description of an arbitrary element $U$ of the topos via a formula in an internal logic. After this, in Section 4.4 we define some terms of particular interest to our aim of describing finite colimits using an internal logic.
4.1. The term associated to an object. Say we have a topos $\mathcal{E}$ admitting all countably infinite colimits, and a morphism $f: W \longrightarrow U$ in $\mathcal{E}$. By Definition 3.10 the morphism $f$ corresponds to a function symbol in the internal logic. Hence, given a variable $w: W$ of type $W$, we can construct the term $f w: U$. Naturally, one wishes to construct a term such as " $f w \in U$ " but we must notice that this is an invalid construction! We are only able to construct a term " $f w \in s$ " when $s$ is a term of type $\mathcal{P} U$, hence " $f w \in U$ " is meaningless. However, in the topos Set of sets, there is a natural bijection between an arbitrary set $U$ and the set $\{z \in \mathcal{P} U \mid \exists u \in U, z=\{u\}\}$. This generalises immediately; if $U$ is an arbitrary object of a topos $\mathcal{E}$ then the following term may be constructed $\{z: \mathcal{P} U \mid \exists u \in U, z=\{u\}\}$. We prove in Corollary 4.3 that there is an isomorphism between an arbitrary object $U$ in $\mathcal{E}$ and the domain of the morphism $\llbracket z: \mathcal{P} U . \exists u: U, z=\{u\} \rrbracket$. Hence, in lieu of being able to write $f a \in U$ we may write $\{f a\} \in\{z: \mathcal{P} U \mid \exists u: U, z=\{u\}\}$.
4.2. Lemma. Let $f: A \longrightarrow B$ be a morphism. Consider the following.

$$
\begin{equation*}
\llbracket b: B . \exists a \in A, f a=b \rrbracket \mapsto B \tag{32}
\end{equation*}
$$

There exists a unique isomorphism $\psi: \operatorname{im} f \longrightarrow \llbracket b: B . \exists a \in A, f a=b \rrbracket$, where $\operatorname{im} f$ is the image of $f$ (Definition A.2) so that the following diagram commutes.


Proof. First we identify the morphism $\llbracket b: B . \exists a: A, f a=b \rrbracket$. The morphism $\pi_{B}$ : $A \times B \longrightarrow B$ induces an adjunction $\exists_{\pi_{B}} \dashv \pi_{B}^{-1}$, and by Definition 3.10 we have

$$
\begin{equation*}
\llbracket b: B . \exists a: A, f a=b \rrbracket=\exists_{\pi_{B}}(\llbracket a: A, b: B \cdot f a=b \rrbracket) \tag{34}
\end{equation*}
$$

The morphism $\llbracket a: A, b: B . f a=b \rrbracket$ is the Equaliser in the following Diagram.

$$
\begin{equation*}
\operatorname{Equal}\left(f \pi_{A}, \pi_{B}\right) \xrightarrow{e} A \times B \xrightarrow[\pi_{B}]{\stackrel{f \pi_{A}}{\longrightarrow}} B \tag{35}
\end{equation*}
$$

Hence, $\llbracket b: B . \exists a: A, f a=b \rrbracket$ is equal to the image $\operatorname{im}\left(\pi_{B} e\right)$ of $\pi_{B} e$. Our task is to prove that there exists an isomorphism $\operatorname{im}(f) \xrightarrow{\sim} \operatorname{im}\left(\pi_{B} e\right)$. By the adjunction $\exists_{\pi_{B}} \dashv \pi_{B}^{-1}$, we have in particular the following natural bijection.

$$
\begin{equation*}
\operatorname{Hom}_{\operatorname{Sub}(B)}\left(\operatorname{im} \pi_{B} e, \operatorname{im} f\right) \cong \operatorname{Hom}_{\operatorname{Sub}(A \times B)}\left(e, \pi_{B}^{-1}(\operatorname{im} f)\right) \tag{36}
\end{equation*}
$$

Hence it suffices to show the existence of an isomorphism $e \xrightarrow{\sim} \pi_{B}^{-1}(\mathrm{im}(f))$. Denote the morphism $\operatorname{im} f \longrightarrow B$ by $i_{1}$ and the morphism $\pi_{B}^{-1}(\operatorname{im} f) \longrightarrow A \times B$ by $i_{2}$. We consider the following commutative diagram.

$$
\operatorname{Equal}\left(f \pi_{A}, \pi_{B}\right) \xrightarrow{\pi_{B}^{-1}(\operatorname{im} f) \xrightarrow{j}} \stackrel{\operatorname{im} f}{i_{2}} \downarrow \times B \xrightarrow{\pi_{B}} \begin{align*}
& \downarrow^{i_{1}}  \tag{37}\\
& B
\end{align*}
$$

Where the square on the right of Diagram (37) is a pullback Diagram. We will use the fact that this is a pullback Daigram to induce a morphism Equal $\left(f \pi_{A}, \pi_{B}\right) \longrightarrow \pi_{B}^{-1}(\mathrm{im} f)$. To do this, we need to describe a morphism $d: \operatorname{Equal}\left(f \pi_{A}, \pi_{B}\right) \longrightarrow \operatorname{im} f$ so that $i_{1} d=\pi_{B} e$.

The morphism $\pi_{B} e$ is equal to the morphism $f \pi_{A} e$, and $f$ in turn factors through $\operatorname{im} f$. Hence, there exists a morphism Equal $\left(f \pi_{A}, \pi_{B}\right) \longrightarrow \operatorname{im} f \longrightarrow B$ which commutes with $\pi_{B} e$.

Let $\gamma: \operatorname{Equal}\left(f \pi_{A}, \pi_{B}\right) \longrightarrow \pi_{B}^{-1}(\operatorname{im} f)$ denote the morphism induced by the universal property of the pullback.

Next we define a morphism $\pi_{B}^{-1}(\operatorname{im} f) \longrightarrow \operatorname{Equal}\left(f \pi_{A}, \pi_{B}\right)$. We will use the universal property of the Equaliser.

We simply need to show that $\pi_{B} i_{2}=f \pi_{A} i_{2}$. This follows from the following simple calculation.

$$
\begin{aligned}
\pi_{B} i_{2} & =i_{1} j \\
& =f \pi_{A} i_{2}
\end{aligned}
$$

Hence there exists a morphism $\delta: \pi_{B}^{-1}(\operatorname{im} f) \longrightarrow \operatorname{Equal}\left(f \pi_{A}, \pi_{B}\right)$.
It remains to show that $\gamma \delta=\mathrm{id}$ and $\delta \gamma=\mathrm{id}$. This follows from the uniqueness of the induced morphisms coming from the universal properties of Equal $\left(f \pi_{A}, \pi_{B}\right)$ and $\pi_{B}^{-1}(\operatorname{im} f)$.
4.3. Corollary. Let $u: U$ be a variable. Then there is a unique isomorphism $U \longrightarrow$ $\llbracket z: \mathcal{P} U . \exists u: U, z=\{u\} \rrbracket$ such that the following Diagram commutes.


Proof. The interpretation of $\llbracket u: U .\{u\} \rrbracket$ is some morphism $f$. We have the following equality.

$$
\begin{equation*}
\llbracket z: \mathcal{P} U . \exists u: U, z=\{u\} \rrbracket=\llbracket z: \mathcal{P} U . \exists u: U, z=f u \rrbracket \tag{39}
\end{equation*}
$$

Hence the claim follows from Lemma 4.2.
4.4. Crucial terms. As mentioned in the Introduction, the union in the internal logic is an intensional operator, in that only the union of subobjects of a common parent object can be taken. This is in contrast to ZF set theory where the union of two arbitrary sets may be taken. We now show how to describe the union of two subobjects of the same object via the internal logic. The terms defined here will be used extensively in Section 5.

### 4.5. Definition. We define:

- Given two variables $Z_{1}, Z_{2}$ both of type $\mathcal{P} U$ we form

$$
\begin{align*}
Z_{1} \cup_{U} Z_{2} & :=\left\{u: U \mid u \in Z_{1} \vee u \in Z_{2}\right\}: \mathcal{P} U  \tag{40}\\
\operatorname{FV}\left(Z_{1} \cup_{U} Z_{2}\right) & =\left\{Z_{1}: \mathcal{P} U, Z_{2}: \mathcal{P} U\right\} \tag{41}
\end{align*}
$$

- Given a function symbol $f: A \longrightarrow B$ and a variable $Z: \mathcal{P} A$ we define

$$
\begin{align*}
f(Z) & :=\{b: B \mid \exists a: A, a \in Z \wedge b=f a\}: \mathcal{P} B  \tag{42}\\
\operatorname{FV}(f(Z)) & =\{Z: \mathcal{P} A\} \tag{43}
\end{align*}
$$

What is the interpretation of these terms inside a topos? We build this piece by piece. Recall that the morphism $\epsilon_{U}$ is given by first considering the morphism ${ } \mathrm{id}_{\Omega^{U}}{ }^{7}$ : $U \times \Omega^{U} \longrightarrow \Omega$ (see Notation 3.12) of the identity morphism $\mathrm{id}_{U}: \Omega^{U} \longrightarrow \Omega^{U}$. This is a morphism into the subobject classifier and so corresponds to a subobject of $U \times \Omega^{U}$. We denote this subobject $\epsilon_{U}$.
4.6. Example. We let $\Delta$ be the context $u: U, Z_{1}: \Omega^{U}, Z_{2}: \Omega^{U}$. We construct $\llbracket Z_{1}$ : $\mathcal{P} U, Z_{2}: \mathcal{P} U .\left\{u: U \mid u \in Z_{1} \vee u \in Z_{2}\right\} \rrbracket: \Omega^{U} \times \Omega^{U} \longrightarrow \Omega^{U}$.

1. The subobject $\llbracket \Delta . u \in Z_{1} \rrbracket$ is given by first considering the pullback of the following Diagram, we write $\pi_{(12)}$ for the morphism $U \times \Omega^{U} \times \Omega^{U} \longrightarrow U \times \Omega^{U}$, the projection onto the first two components.

This subobject $\llbracket \Delta . u \in Z_{1} \rrbracket$ can be thought of as all pairs $(u, U)$ where $u$ "is an element" of $U$.
2. The construction of $\llbracket \Delta . u \in Z_{2} \rrbracket$ is similar, but the morphism $\pi_{(13)}$, the projecto onto the first and third components, is used in place of $\pi_{(12)}$.
3. The subobject $\llbracket \Delta . u \in Z_{1} \vee u \in Z_{2} \rrbracket$ is given by the coproduct of $\llbracket \Delta . u \in Z_{1} \rrbracket$ and $\llbracket \Delta . u \in Z_{2} \rrbracket$ in the category $\operatorname{Sub}\left(U \times \Omega^{U} \times \Omega^{U}\right)$. This subobject can be thought of as all triples $\left(u, U_{1}, U_{2}\right)$ where $u \in U_{1} \cup U_{2}$.
4. Lastly, the morphism $\llbracket Z_{1}: \mathcal{P} U, Z_{2}: \mathcal{P} U .\left\{u: U \mid u \in Z_{1} \vee u \in Z_{2}\right\} \rrbracket$ is the transpose of the morphism $U \times \Omega^{U} \times \Omega^{U} \longrightarrow \Omega$ with codomain $\Omega$ which in turn corresponding to the subobject $\llbracket \Delta . u \in Z_{1} \vee u \in Z_{2} \rrbracket$. Hence

$$
\begin{equation*}
\llbracket Z_{1}: \mathcal{P} U, Z_{2}: \mathcal{P} U .\left\{u: U \mid u \in Z_{1} \vee u \in Z_{2}\right\} \rrbracket: \Omega^{U} \times \Omega^{U} \longrightarrow \Omega^{U} \tag{45}
\end{equation*}
$$

This morphism can be thought of as a map which given two "set" returns their union.
4.7. Example. Let $\Delta$ be the context $a: A, b: B, Z: \mathcal{P} A$. We construct $\llbracket Z: \mathcal{P} A .\{b:$ $B \mid \exists a: A, a \in Z \wedge b=f a\} \rrbracket$.

1. We have already shown in Example 4.6 how to construct $\llbracket \Delta . a \in Z \rrbracket$.
2. The subobject $\llbracket \Delta . b=f a \rrbracket$ is given by the following equaliser.


This subobject can be thought of as pairs $(a, f(a))$.
3. We then take the intersection in the category $\operatorname{Sub}\left(A \times B \times \Omega^{A}\right)$ of these two subobjects to obtain $\llbracket \Delta . a \in Z \wedge b=f a \rrbracket$. This can be thought of as the set of triples $(a, f(a), U)$ where $a \in U$.
4. The subobject $\llbracket a: A, U: \mathcal{P} A . \exists a: A, a \in Z \wedge b=f a \rrbracket$ is the image of this subobject given the functor $\exists_{\pi_{B \times \Omega^{A}}}$. This can be thought of as the set of pairs $(f(a), U)$ where $a$ is some element of $U$.
5. Lastly, we consider the corresponding morphism $B \times \Omega^{A} \longrightarrow \Omega$ with domain $\Omega$ and then take the transpose $\Omega^{A} \longrightarrow \Omega^{B}$. This can be thought of as a function which maps a subset $U$ of $A$ to the set $f(U)$. Hence why we denote this term $f(Z)$.

## 5. Finite colimits in an arbitrary topos

We lift the ideas of Section 2 to the setting of an arbitrary topos admitting countably infinite colimits.

We begin with the description of an initial object. Then we show how finite coproducts and coequalisers are described. This is then put together in Section 5.14 where we show how to describe finite colimits in an arbitrary topos $\mathcal{E}$ admitting countably infinite colimits using the internal logic.
5.1. Initial object. In the topos Sets an initial object is given by the empty set. To translate that this to the internal logic of a topos we consider the formula $\perp$ and then interpret this with respect to the context $*: \mathbb{1}$.


Now, given an arbitrary object $U \in \mathcal{E}$ we claim there exists a unique morphism $\llbracket *$ : $\mathbb{1} . \perp \rrbracket \longrightarrow U$. We notice that since $\mathbb{1}$ is interpreted as a terminal object of $\mathcal{E}$, there is no reason to expect there to be a morphism $\mathbb{1} \longrightarrow U$ for arbitrary $U$. However, there is a canonical morphism $\mathbb{1} \longrightarrow \Omega^{U}$ which is given by $\llbracket . \varnothing_{U} \rrbracket$. Combining this with the fact that $U$ can be exhibited as a subobject of $\Omega^{U}$ via the term $\{z: \mathcal{P} U \mid z=\{u\}\}$ (Corollary 4.3) we will be able to arrive at the required morphism $\llbracket *: \mathbb{1} . \perp \rrbracket \longrightarrow U$.

Consider the following Diagram.


To show that there exists a morphism $\llbracket *: \mathbb{1} . \perp \rrbracket \longrightarrow \llbracket z: \mathcal{P} U . \exists u: U, z=\{u\} \rrbracket$ it suffices by Lemma 3.18 to derive the following sequent in the internal logic.

$$
\begin{equation*}
\perp \vdash \varnothing_{U} \in\{z: \mathcal{P} U . \exists u: U, z=\{u\}\} \tag{49}
\end{equation*}
$$

This is immediate though via 3(b)i of Definition 3.1.

In more detail, Lemma 3.18 implies that (48) but with the left most vertical arrow replaced by $\llbracket *: \mathbb{1} .\{z: \mathcal{P} U . \exists u: U, z=\{u\}\} \rrbracket$ is a pullback square. Then, since (49) is derivable in the type theory, the subobject $\llbracket *: \mathbb{1} . \perp \rrbracket$ factors through $\llbracket *: \mathbb{1} .\{z: \mathcal{P} U . \exists u$ : $U, z=\{u\}\} \rrbracket$.
5.2. Proposition. The domain of any representative of the subobject $\llbracket *: \mathbb{1} . \perp \rrbracket$ is an initial object of $\mathcal{E}$.

Proof. We have already shown that for arbitrary $U \in \mathcal{E}$ there exists a morphism $\llbracket *$ : $\mathbb{1} \perp \rrbracket \longrightarrow U$, so it remains to show uniqueness of this morphism.

To prove this, it suffices to show that $\llbracket . \varnothing_{U} \rrbracket: \mathbb{1} \longrightarrow \Omega^{U}$ is a monomorphism. However this is immediate from the fact that the domain of this morphism is $\mathbb{1}$, a terminal object of $\mathcal{E}$.
5.3. Finite coproducts. Throughout, the notation $\{a\}=\left\{a^{\prime}: A \cdot a^{\prime}=a\right\}$, and $\varnothing_{a: A}=$ $\{a: A . \perp\}$ will be used.

Consider the following formula which has a free variable $z: \mathcal{P} A \times \mathcal{P} B$.

$$
\begin{equation*}
(A \coprod B)(z):=\left(\exists a: A, z=\left\langle\{a\}, \varnothing_{b: B}\right\rangle\right) \vee\left(\exists b: B, z=\left\langle\varnothing_{a: A},\{b\}\right\rangle\right) \tag{50}
\end{equation*}
$$

The interpretation of this is a subobject which fits into the following Diagram of solid arrows.


We now wish to invoke Lemma 3.18 to infer the existence of morphisms $\iota_{A}: A \longrightarrow \llbracket z$ : $\mathcal{P} A \times \mathcal{P} B \cdot(A \coprod B)(z) \rrbracket$ and $\iota_{B}: B \longrightarrow \llbracket z: \mathcal{P} A \times \mathcal{P} B \cdot(A \coprod B)(z) \rrbracket$ rendering Diagram (51) commutative. Using this Lemma, it suffices to prove the following sequents in the type theory.

$$
\begin{align*}
& \vdash_{a: A}\left\langle\{a\}, \varnothing_{b: B}\right\rangle \in\{z: \mathcal{P} A \times \mathcal{P} B \mid(A \coprod B)(z)\},  \tag{52}\\
& \vdash_{b: B}\left\langle\varnothing_{a: A},\{b\}\right\rangle \in\{z: \mathcal{P} A \times \mathcal{P} B \mid(A \coprod B)(z)\} \tag{53}
\end{align*}
$$

We prove that Sequent (52) is derivable.
Using deduction rule (1) it suffices to prove the following.

$$
\begin{equation*}
\vdash_{a: A}(A \coprod B)\left(\left\langle\{a\}, \varnothing_{b: B}\right\rangle\right) \tag{54}
\end{equation*}
$$

To prove this, we observe the following proof tree.

$$
\frac{\left\langle\{a\}, \varnothing_{b: B}\right\rangle=\left\langle\{a\}, \varnothing_{b: B}\right\rangle \vdash\left\langle\{a\}, \varnothing_{b: B}\right\rangle=\left\langle\{a\}, \varnothing_{b: B}\right\rangle}{\frac{\left.\left\langle\{a\}, \varnothing_{b: B}\right\rangle=\left\langle\{a\}, \varnothing_{b: B}\right\rangle \vdash_{a: A, b: B}\left\langle\{a\}, \varnothing_{b: B}\right\rangle=\left\langle\{a\}, \varnothing_{b: B}\right\rangle \vee\left\langle\{a\}, \varnothing_{b: B}\right\rangle=\left\langle\varnothing_{a: A},\{b\}\right\rangle\right\rangle}{\left\langle\{a\}, \varnothing_{b: B}\right\rangle=\left\langle\{a\}, \varnothing_{b: B}\right\rangle \vdash_{a: A, b: B} \exists z: \mathcal{P} A \times \mathcal{P} B, z=\left\langle\{a\}, \varnothing_{b: B}\right\rangle \vee z=\left\langle\varnothing_{a: A},\{b\}\right\rangle} \text { Lemma 3.8 }}
$$

Let $\pi$ denote this proof tree just constructed. We can then construct the following proof tree.

Hence the morphism $\iota_{A}$ exists. The existence of morphism $\iota_{B}$ is proved similarly.
5.4. Proposition. The triple $\left(\llbracket z: \mathcal{P} A \times \mathcal{P} B .(A \coprod B)(z) \rrbracket, \iota_{A}, \iota_{B}\right)$ forms a coproduct of $A, B$.

Proof. The proof will proceed with two arguments, the first establishes the existence of a morphism

$$
\begin{equation*}
\llbracket z: \mathcal{P} A \times \mathcal{P} B \cdot(A \coprod B)(z) \rrbracket \longrightarrow U \tag{55}
\end{equation*}
$$

rendering the following Diagram commutative.

and the second argument establishes uniqueness of such a morphism.
To show existence, we consider the following subobject

$$
\begin{gather*}
\Omega^{\Omega^{U}}  \tag{57}\\
\llbracket z: \mathcal{P} U \cdot \exists u: U, z=\{u\} \rrbracket
\end{gather*}
$$

which, by Corollary 4.3 is isomorphic to the object $U$. We then define the following terms, where $z: \mathcal{P} A \times \mathcal{P} B$ and $u: \mathcal{P} U \times \mathcal{P} U$ (see Definition 4.5).

$$
\begin{equation*}
\left\langle g_{0}(\text { fst } z), g_{1}(\operatorname{snd} z)\right\rangle \quad \text { fst } u \cup_{U} \operatorname{snd} u \tag{58}
\end{equation*}
$$

These respectively have interpretations which are morphisms $\Omega^{A} \times \Omega^{B} \longrightarrow \Omega^{U} \times \Omega^{U}$ and $\Omega^{U} \times \Omega^{U} \longrightarrow \Omega^{U}$. This data fits into the following Diagram of solid arrows.


On the level of the type theory the following sequent is derivable.

$$
\begin{equation*}
(A \coprod B)(z) \vdash_{z: \mathcal{P} A \times \mathcal{P}_{B}} g_{0}(\mathrm{fst} z) \cup_{U} g_{1}(\operatorname{snd} z) \in\{v: \mathcal{P} U \mid v=\{u\}\} \tag{60}
\end{equation*}
$$

which by Lemma 3.18 induces a morphism

$$
\begin{equation*}
\llbracket z: \mathcal{P} A \times \mathcal{P} B \cdot(A \coprod B)(z) \rrbracket \longrightarrow \llbracket z: \mathcal{P} U \cdot \exists u: U, z=\{u\} \rrbracket \tag{61}
\end{equation*}
$$

which renders Diagram (59) (this time considering all arrows) commutative.
Now we show uniqueness. Since $U \longrightarrow \Omega^{U}$ is monic, it suffices to show uniqueness of a morphism $\psi: \llbracket z: \mathcal{P} A \times \mathcal{P} B \cdot(A \coprod B)(z) \rrbracket \longrightarrow \Omega^{U}$ rendering the following Diagram commutative.


Let $\psi$ be such a morphism. By commutativity of Diagram (62), the following are derived sequents (Definition 3.15).

$$
\begin{aligned}
& \exists a: A, z=\langle\{a\}, \varnothing\rangle \vdash_{z: \mathcal{P} A \times \mathcal{P} B} \psi(z)=\left\{g_{0} a\right\} \\
& \exists b: B, z=\langle\varnothing,\{b\}\rangle \vdash_{z: \mathcal{P} A \times \mathcal{P} B} \psi(z)=\left\{g_{1} b\right\}
\end{aligned}
$$

We then derive the following sequents:

$$
\begin{aligned}
& \exists a: A, z=\langle\{a\}, \varnothing\rangle \vdash_{z: \mathcal{P} A \times \mathcal{P} B}\left\{g_{0} a\right\}=g_{0}(\text { fst } z) \cup g_{1}(\operatorname{snd} z) \\
& \exists a: A, z=\langle\varnothing,\{b\}\rangle \vdash_{z: \mathcal{P} A \times \mathcal{P} B}\left\{g_{1} b\right\}=g_{0}(\text { fst } z) \cup g_{1}(\operatorname{snd} z)
\end{aligned}
$$

Hence we derive by (3(b)iii) of 3.1, the following sequent.

$$
\begin{equation*}
\exists a: A, z=\langle\{a\}, \varnothing\rangle \vee \exists b: B, z=\langle\varnothing,\{b\}\rangle \vdash_{z: \mathcal{P} A \times \mathcal{P} B} \psi(z)=g_{0}(\text { fst } z) \cup g_{1}(\operatorname{snd} z) \tag{63}
\end{equation*}
$$

Since Sequent (63) is derivable, we have that the following diagram is commutative.


Since the top row and the vertical arrow are independent of $\psi$, this proves uniqueness.
5.5. Remark. The top row of Diagram (59) is exactly the top row of the Diagram in the middle of page 27 of [Mikkelson, 1976]. We note however that we were not aware of this paper when the Diagram (59) was first constructed.

The above is not sufficient in order to prove that an elementary topos admits finite coproducts, the reason why is because the formula (50) makes use of the conjunction $\wedge$ which according to Definition 3.13 is interpreted as the disjoint union in a subobject category. To ensure that this exists, we use the fact a priori that an elementary topos admits finite colimits.

Indeed, the point is to come up with a description of these finite coproducts using the internal language. Hence, we cannot simply use the fact that we have a description of binary coproducts in order to obtain for free a descritpion of arbitrary finite coproducts.

The next definition gives an appropriate description, the fact that this is correct follows by making suitable changes to the case of binary coproducts.
5.6. Definition. Let $A_{1}, \ldots, A_{n}$ be objects of a topos $\mathcal{E}$ and consider them as types in the pure type theory (3.1). Consider the following formula which has a free variable $z:\left(\ldots\left(\mathcal{P} A_{1} \times \mathcal{P} A_{2}\right) \times \ldots \times \mathcal{P} A_{n}\right)$.

$$
\begin{align*}
\left(\ldots\left(A_{1} \coprod A_{2}\right)\right. & \left.\coprod \ldots \coprod A_{n}\right)(z) \\
& \left.:=\left(\exists a_{1}: A_{1}, z=\left\langle\ldots\left\langle\{a\}, \varnothing_{a_{2}: A_{2}}\right\rangle, \ldots\right\rangle, \varnothing_{a_{n}: A_{n}}\right\rangle\right)  \tag{65}\\
& \vee \ldots \\
& \left.\vee\left(\exists a_{n}: A_{n}, z=\left\langle\ldots\left\langle\varnothing_{a_{1}: A_{1}}, \varnothing_{a_{2}: A_{2}}\right\rangle, \ldots\right\rangle,\left\{a_{n}\right\}\right\rangle\right)
\end{align*}
$$

Also, for each $i=1, \ldots, n$, we let $\iota_{a_{i}}$ denote the following term.

$$
\begin{equation*}
\left.\left.\iota_{a_{i}}:=\left\langle\ldots\left\langle\varnothing_{a_{1}: A_{1}}, \ldots\right\rangle,\left\{a_{i}\right\}\right\rangle, \ldots\right\rangle, \varnothing_{a_{n}: A_{n}}\right\rangle \tag{66}
\end{equation*}
$$

5.7. Proposition. The tuple $\left(\llbracket z: \prod_{i=1}^{n} \mathcal{P} A_{i} .\left(A_{1} \coprod A_{2}\right) \coprod \ldots \amalg A_{n} \rrbracket,\left\{\iota_{a_{i}}\right\}_{i=1}^{n}\right)$ is a coproduct of $A_{1}, \ldots, A_{n}$.
5.8. Coequalisers. In the topos Sets the coequaliser of functions $f, g: A \rightarrow B$ is given by $B / R$, where $R$ is the smallest equivalence relation on $B$ such that $(f(a), g(a)) \in R$, for all $a \in A$. We emulate this by taking the subobject of $\Omega^{B}$ consisting of "equivalence classes" of $R$. First though, we define a term which simulates $R$ :
5.9. Definition. Given terms $t_{0}, t_{1}: A \rightarrow B$ with a free variable $a: A$ in a type theory, let $R_{t_{0}, t_{1}}$ be the term

$$
\left.\left.\left.\left.\begin{array}{l}
\left\{z: B \times B \mid \exists b_{1}, b_{2}: B, z=\left\langle b_{1}, b_{2}\right\rangle \wedge\left(b_{1}=b_{2}\right.\right. \\
\\
\quad \vee \bigvee_{n=1}^{\infty} \bigvee_{\alpha \in \mathbb{Z}_{2}^{n}}\left(\exists a_{1}, \ldots, a_{n},\left(b_{1}=t_{\alpha_{0}}\left[a:=a_{1}\right]\right.\right. \\
\\
\wedge\left(t_{\alpha_{1}+1}\left[a:=a_{1}\right]=t_{\alpha_{1}}\left[a:=a_{2}\right]\right) \wedge \ldots \wedge\left(t_{\alpha_{n-1}+1}\left[a:=a_{n-1}\right]=t_{\alpha_{n}}\left[a:=a_{n}\right]\right) \\
\\
\end{array}\right)\left(t_{\alpha_{n}+1}\left[a:=a_{n}\right]=b_{2}\right)\right)\right)\right\} \text {. }
$$

where $\mathbb{Z}_{2}^{n}$ is the set of length $n$ sequences of elements of $\mathbb{Z}_{2}$.
5.10. Remark. As mentioned in the Introduction, we require that every object $C$ in the topos in question $\mathcal{E}$ satisfies the property that the category $\operatorname{Sub}(C)$ admits countable disjoint union (this is satisfied, for example, when the topos $\mathcal{E}$ admits all countably infinite colimits). This is needed so that the term given in Definition 5.9 admits an interpretation inside $\mathcal{E}$ (see Remark A.10)

The idea of this term is that it is a generalisation of the smallest equivalence relation $\sim$ such that for all $a, t_{0}(a) \sim t_{1}(a)$. It does this by declaring $\left\langle b_{1}, b_{2}\right\rangle$ to be in the relation if either $b_{1}=b_{2}$, or there exists a sequence $\left(a_{1}, \ldots, a_{n}\right)$ which "connect" $b_{1}$ and $b_{2}$ by the
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images of these $a_{i}$ under $t_{0}$ and $t_{1}$. A diagram representing an example of this is the following,


However, it must also be allowed for that $t_{0}$ and $t_{1}$ do not always appear in this order, due to the symmetry axiom of an equivalence relation, this is why the set $\mathbb{Z}_{2}^{n}$ is considered. The next Definition generalises "the set of elements related to $b$ under $R_{t_{0}, t_{1}}$ ":
5.11. Definition. In the setting of Definition 5.9, for any variable b:B, define the following term.

$$
[b]_{t_{0}, t_{1}}:=\left\{b^{\prime}: B \mid\left\langle b, b^{\prime}\right\rangle \in R_{t_{0}, t_{1}}\right\}
$$

Now to define the coequaliser.
5.12. Definition. Let $t_{0}, t_{1}$ be terms of type $B$ with $\mathrm{FV}\left(t_{0}\right)=\mathrm{FV}\left(t_{1}\right)=\{a: A\}$. We define the following formula with free variable $z: \mathcal{P} B$.

$$
\begin{equation*}
\operatorname{Coeq}\left(t_{0}, t_{1}\right)(z):=\exists b: B, z=[b]_{t_{0}, t_{1}} \tag{67}
\end{equation*}
$$

By Lemma 3.18, if the following sequent is provable:

$$
\begin{equation*}
\vdash_{b: B}[b] \in\left\{z: \mathcal{P} B . \operatorname{Coeq}\left(t_{0}, t_{1}\right)(z)\right\} \tag{68}
\end{equation*}
$$

then there exists a morphism $B \longrightarrow \llbracket z: \mathcal{P} B . \operatorname{Coeq}\left(t_{0}, t_{1}\right)(z) \rrbracket$ such that the following Diagram commutes.


Sequent (68) is clearly provable, because by the deduction rule (1) it suffices to derive the following.

$$
\begin{equation*}
\vdash_{b: B} \operatorname{Coeq}\left(t_{0}, t_{1}\right)([b]) \tag{70}
\end{equation*}
$$

This follows from the following statement.

$$
\begin{equation*}
\vdash_{b: B}[b]=[b] \tag{71}
\end{equation*}
$$

Hence there exists the morphism $c$ in (69).
5.13. Proposition. The pair $\left(\llbracket z: \mathcal{P} B\right.$. $\left.\operatorname{Coeq}\left(t_{0}, t_{1}\right)(z) \rrbracket, c\right)$ is a coequaliser of $\llbracket a: A . t_{0} \rrbracket, \llbracket a$ : $A . t_{1}$.

Proof. We let $f_{0}, f_{1}$ respectively denote $\llbracket a: A . t_{0} \rrbracket$, $\llbracket a: A, t_{1} \rrbracket$. Say $\varphi: B \longrightarrow C$ is a morphism such that $\varphi f_{0}=\varphi f_{1}$. First we prove the existence of a morphism $\llbracket z$ : $\mathcal{P} B$. Coeq $\left(t_{0}, t_{1}\right)(z) \rrbracket \longrightarrow C$ rendering the following Diagram commutative.


By Corollary 4.3 there is an isomorphism $C \longrightarrow \llbracket z: \Omega^{C} \mid \exists c: C, z=\{c\} \rrbracket$ rendering the following Diagram commutative.


Hence it suffices to construct a morphism

$$
\begin{equation*}
\llbracket z: \mathcal{P} B . \operatorname{Coeq}\left(t_{0}, t_{1}\right)(z) \rrbracket \longrightarrow \llbracket z: \mathcal{P} C . \exists c: C, z=\{c\} \rrbracket \tag{74}
\end{equation*}
$$

We construct this by considering the following commutative Diagram of solid arrows. Recall from Definition 4.5 that $\varphi(z)$, where $z: \mathcal{P} B$ is a variable, is notation for the term $\{c: C \mid \exists b: B, b \in z \wedge \varphi(b)=c\}$.


Then we appeal to Lemma 3.18 and reduce to deriving the following sequent.

$$
\begin{equation*}
\operatorname{Coeq}\left(t_{0}, t_{1}\right)(z) \vdash_{z: \mathcal{P} B} \varphi(z) \in\{w: \mathcal{P} C, \exists c: C, w=\{c\} \rrbracket \tag{76}
\end{equation*}
$$

Which by the derived deduction rule (1) reduces to deriving the following, at this point we also make use of (67).

$$
\begin{equation*}
\exists b: B, z=[b] \vdash_{z: \mathcal{P} B} \exists c: C, \varphi(z)=\{c\} \tag{77}
\end{equation*}
$$

By (3(b)vi) of Definition 3.1 and Lemma 3.5 it suffices to derive the following.

$$
\begin{equation*}
\vdash_{b: B} \exists c: C, \varphi([b])=\{c\} \tag{78}
\end{equation*}
$$

By Lemma 3.7 it suffices to derive the following.

$$
\begin{equation*}
\vdash_{b: B} \varphi([b])=\{\varphi(b)\} \tag{79}
\end{equation*}
$$

In the left hand side of the equality in (79) the term $\varphi([b])$ means the term $\left\{c: C \mid \exists b^{\prime}\right.$ : $\left.B, c \in[b] \wedge \varphi(c)=b^{\prime}\right\}$ and the term on the right hand side of the equality means the term $\{c: C \mid c=\varphi(b)\}$. Hence we must derive the following.

$$
\begin{equation*}
\vdash_{b: B}\left\{c: C \mid \exists b^{\prime}: B, b^{\prime} \in[b] \wedge \varphi\left(b^{\prime}\right)=c\right\}=\{c: C \mid c=\varphi(b)\} \tag{80}
\end{equation*}
$$

To derive this, it is sufficient by the derived deduction rule (3) and the deduction rules (3(b)iv), (3(b)ii) to derive the following sequents.

$$
\begin{align*}
& \exists b^{\prime}: B, b^{\prime} \in[b] \wedge \varphi\left(b^{\prime}\right)=c \vdash_{b: B, c: C} c=\varphi(b)  \tag{81}\\
& \quad c=\varphi(b) \vdash \exists b^{\prime}: B, b^{\prime} \in[b] \wedge \varphi\left(b^{\prime}\right)=c \tag{82}
\end{align*}
$$

First we derive $\exists b^{\prime}: B, c \in[b] \wedge \varphi\left(b^{\prime}\right)=c \vdash_{b: B, c: C} c=\varphi(b)$. The term [b] means $\left\{b^{\prime}: B \mid\left\langle b, b^{\prime}\right\rangle \in R_{t_{0}, t_{1}}\right\}$. Using this, along with (3(b)vi) of Definition 3.1, (1), and Lemma 3.5 it remains to derive the following.

$$
\begin{equation*}
\left\langle b, b^{\prime}\right\rangle \in R_{t_{0}, t_{1}} \vdash_{b: B, b^{\prime}: B} \varphi\left(b^{\prime}\right)=\varphi(b) \tag{83}
\end{equation*}
$$

Unravelling the Definition of $R_{t_{0}, t_{1}}$, we see that it remains to derive the following. We write $t_{0} a_{1}$ for $t_{0}\left[a:=a_{1}\right]$, and similarly for $t_{1}, a_{2}, \ldots$ etc.

$$
\begin{aligned}
\exists b_{1}, b_{2}: B,\left\langle b, b^{\prime}\right\rangle= & \left\langle b_{1}, b_{2}\right\rangle \wedge\left(b_{1}=b_{2}\right. \\
& \vee \bigvee_{n=1}^{\infty} \bigvee_{\alpha \in \mathbb{Z}_{2}^{n}}\left(\exists a_{1}, \ldots, a_{n},\left(b_{1}=t_{\alpha_{0}} a_{1}\right)\right. \\
& \wedge\left(t_{\alpha_{1}+1} a_{1}=t_{\alpha_{1}} a_{2}\right) \wedge \ldots \wedge\left(t_{\alpha_{n-1}+1} a_{n-1}=t_{\alpha_{n}} a_{n}\right) \\
& \left.\left.\wedge\left(t_{\alpha_{n}+1} a_{n}=b_{2}\right)\right)\right) \vdash_{b: B, b^{\prime}: B} \varphi\left(b^{\prime}\right)=\varphi(b)
\end{aligned}
$$

Which by (3(b)vi), Lemma 3.5 ammounts to deriving the following.

$$
\begin{aligned}
& b=b^{\prime} \vee \bigvee_{n=1}^{\infty} \bigvee_{\alpha \in \mathbb{Z}_{2}^{n}}\left(\exists a_{1}, \ldots, a_{n},\left(b=t_{\alpha_{0}} a_{1}\right)\right. \\
& \wedge\left(t_{\alpha_{1}+1} a_{1}=t_{\alpha_{1}} a_{2}\right) \wedge \ldots \wedge\left(t_{\alpha_{n-1}+1} a_{n-1}=t_{\alpha_{n}} a_{n}\right) \\
& \left.\wedge\left(t_{\alpha_{n}+1} a_{n}=b^{\prime}\right)\right) \vdash_{b: B, b^{\prime}: B} \varphi\left(b^{\prime}\right)=\varphi(b)
\end{aligned}
$$

Using the derived rule (2) of Proposition 3.19 we now have to show for all $n>0$ and $\alpha \in \mathbb{Z}_{2}^{n}$ that the following sequent is derivable.

$$
\begin{align*}
& \left(b=t_{\alpha_{0}} a_{1}\right) \wedge\left(t_{\alpha_{1}+1} a_{1}=t_{\alpha_{1}} a_{2}\right) \wedge \ldots \wedge\left(t_{\alpha_{n-1}+1} a_{n-1}=t_{\alpha_{n}} a_{n}\right) \wedge\left(t_{\alpha_{n}+1} a_{n}=b^{\prime}\right) \\
& \vdash_{b: B, b^{\prime}: B, a_{1}: A, \ldots, a_{n}: A} \varphi\left(b^{\prime}\right)=\varphi(b) \tag{84}
\end{align*}
$$

We can then show the following.

$$
\begin{aligned}
& \left(b=t_{\alpha_{0}} a_{1}\right) \wedge\left(t_{\alpha_{1}+1} a_{1}=t_{\alpha_{1}} a_{2}\right) \wedge \ldots \wedge\left(t_{\alpha_{n-1}+1} a_{n-1}=t_{\alpha_{n}} a_{n}\right) \wedge\left(t_{\alpha_{n}+1} a_{n}=b^{\prime}\right) \\
& \vdash_{b: B, b^{\prime}: B, a_{1}: A, \ldots, a_{n}: A}\left(\varphi(b)=\varphi\left(t_{\alpha_{0}} a_{1}\right)\right) \wedge\left(\varphi\left(t_{\alpha_{1}+1} a_{1}\right)=\varphi\left(t_{\alpha_{1}} a_{2}\right)\right) \\
& \wedge \ldots \wedge\left(\varphi\left(t_{\alpha_{n-1}+1} a_{n-1}\right)=\varphi\left(t_{\alpha_{n}} a_{n}\right)\right) \wedge\left(\varphi t_{\alpha_{n}+1} a_{n}=\varphi\left(b^{\prime}\right)\right)
\end{aligned}
$$

Now, the following sequent is valid in the type theory.

$$
\begin{equation*}
\vdash_{a: A} \varphi\left(t_{0} a\right)=\varphi\left(t_{1} a\right) \tag{85}
\end{equation*}
$$

Hence, the following sequent is derivable.

$$
\begin{aligned}
& \left(b=t_{\alpha_{0}} a_{1}\right) \wedge\left(t_{\alpha_{1}+1} a_{1}=t_{\alpha_{1}} a_{2}\right) \wedge \ldots \wedge\left(t_{\alpha_{n-1}+1} a_{n-1}=t_{\alpha_{n}} a_{n}\right) \wedge\left(t_{\alpha_{n}+1} a_{n}=b^{\prime}\right) \\
& \vdash_{b: B, b^{\prime}: B, a_{1}: A, \ldots, a_{n}: A} \varphi(b)=\varphi\left(t_{\alpha_{0}} a_{1}\right)=\varphi\left(t_{\alpha_{1}+1} a_{1}\right)=\varphi\left(t_{\alpha_{1}} a_{2}\right) \\
& =\ldots=\varphi\left(t_{\alpha_{n-1}+1} a_{n-1}\right)=\varphi\left(t_{\alpha_{n}} a_{n}\right)=\varphi\left(t_{\alpha_{n}+1} a_{n}\right)=\varphi\left(b^{\prime}\right)
\end{aligned}
$$

Hence, using the deduction rule (3(a)ii) we finally arrive at Sequent (84), as required.
To prove uniqueness, we first notice that it suffices to show that there exists a unique morphism

$$
\begin{equation*}
\psi: \llbracket z: \mathcal{P} B \cdot \operatorname{Coeq}\left(t_{0}, t_{1}\right)(z) \rrbracket \longrightarrow \llbracket z: \mathcal{P} C \cdot \exists c: C, z=\{c\} \rrbracket \tag{86}
\end{equation*}
$$

such that Diagram (75) commutes with the horizontal arrow on the bottom row replaced by $\psi$, as the subobject $\llbracket z: \mathcal{P} C \cdot \exists c: C, z=\{c\} \rrbracket \longmapsto \Omega^{C}$. However this is simple, it follows from the fact that the subobject $\llbracket z: \mathcal{P} B$. Coeq $\left(t_{0}, t_{1}\right)(z) \rrbracket$ as well as the horizontal arrow on the bottom row of Diagram (75) are independent of $\psi$.
5.14. Finite colimits. Let $J=\left\{A_{1}, \ldots A_{n}\right\}$ be a finite set of objects in a topos $\mathcal{E}$ and let $\left\{f_{1}, \ldots, f_{m}\right\}$ be a finite set of morphisms where for each $i=1, \ldots, m$ the morphism $f_{i}$ has domain dom $f_{i}$ and codomain $\operatorname{cod} f_{i}$. First, we construct the two coproducts, which are the following subobjects, where $z_{1}:\left(\ldots\left(\mathcal{P} \operatorname{dom} f_{1} \times \mathcal{P} \operatorname{dom} f_{2}\right) \times \ldots \times \mathcal{P} \operatorname{dom} f_{n}\right)$ and $\left(\ldots z_{2}:\left(\mathcal{P} A_{1} \times \mathcal{P} A_{2}\right) \times \ldots \times \mathcal{P} A_{n}\right)$.

$$
\begin{gather*}
\left(\ldots\left(\Omega^{\operatorname{dom} f_{1}} \times \Omega^{\operatorname{dom} f_{2}}\right) \times \ldots \times \Omega^{\operatorname{dom} f_{n}}\right) \\
\left(\ldots\left(\operatorname{dom} f_{1} \amalg \operatorname{dom} f_{2}\right) \amalg \ldots \amalg \operatorname{dom} f_{n}\right)\left(z_{1}\right)  \tag{87}\\
\left(\ldots\left(\Omega^{A_{1}} \times \Omega^{A_{2}}\right) \times \ldots \times \Omega^{A_{n}}\right) \\
\uparrow \\
\left(\ldots\left(A_{1} \amalg A_{2}\right) \coprod \ldots \amalg A_{n}\right)\left(z_{2}\right) \tag{88}
\end{gather*}
$$

To ease notation, we let $\prod_{i=1}^{n} \Omega^{\operatorname{dom} f_{i}}$ denote $\left(\ldots\left(\Omega^{\operatorname{dom} f_{1}} \times \Omega^{\operatorname{dom} f_{2}}\right) \times \ldots \times \Omega^{\operatorname{dom} f_{n}}\right)$, and similarly for $\prod_{i=1}^{n} \Omega^{A_{i}},\left(\coprod_{i=1}^{n} \operatorname{dom} f_{i}\right)\left(z_{1}\right),\left(\coprod_{i=1}^{n} A_{i}\right)\left(z_{2}\right)$.

Consider the sequence of objects $\left(\operatorname{dom} f_{1}, \ldots, \operatorname{dom} f_{m}\right)$. For each object $A_{i} \in J$ there exists a unique, maximal subsequence $\left(k_{1}^{i}, \ldots, k_{l_{i}}^{i}\right)$ of (dom $\left.f_{1}, \ldots, \operatorname{dom} f_{m}\right)$ satisfying $k_{1}^{i}=$ $\ldots=k_{l_{i}}^{i}=A_{i}$. We use this subsequence to define a term. Let $W_{k_{1}^{i}}, \ldots, W_{k_{l_{i}}^{i}}$ all be variables of type $\Omega^{A_{i}}$ and consider the following term.

$$
\begin{equation*}
W_{A_{i}}:=W_{k_{1}^{i}} \cup \ldots \cup W_{k_{l_{i}}^{i}} \tag{89}
\end{equation*}
$$

Taking the product over all $i=1, \ldots, n$ we obtain the following term.

$$
\begin{equation*}
t_{0}:=\left\langle W_{A_{1}}, \ldots, W_{A_{n}}\right\rangle \tag{90}
\end{equation*}
$$

We let $\Delta$ denote the context $W_{k_{1}^{1}}: \mathcal{P} A_{1}, \ldots, W_{k_{l_{1}}}: \mathcal{P} A_{1}, \ldots, W_{k_{1}^{n}}: \mathcal{P} A_{n}, \ldots, W_{k_{n}^{n}}: \mathcal{P} A_{n}$. That is, the underlying set of $\Delta$ is $\operatorname{FV}\left(W_{A_{1}}\right) \cup \ldots \cup \operatorname{FV}\left(W_{A_{n}}\right)$.

$$
\begin{equation*}
\llbracket \Delta .\left\langle W_{A_{1}}, \ldots, W_{A_{n}}\right\rangle \rrbracket: \prod_{i=1}^{m} \Omega^{\operatorname{dom} f_{i}} \longrightarrow \prod_{j=1}^{n} \Omega^{A_{j}} \tag{91}
\end{equation*}
$$

Similarly, there exists a unique, maximal subsequence $\left(k_{1}^{i}, \ldots, k_{l_{i}}^{i}\right)$ of $\left(\operatorname{cod} f_{1}, \ldots, \operatorname{cod} f_{m}\right)$ satisfying $k_{i}^{1}=\ldots=k_{l_{i}}^{i}=A_{i}$. We define the following term, where $Y_{k_{1}^{i}}, \ldots, Y_{k_{l_{i}}}$ are all variables of type $\Omega^{A_{i}}$.

$$
\begin{equation*}
Y_{A_{i}}:=Y_{k_{1}^{i}} \cup \ldots \cup Y_{k_{l_{i}}^{i}}: \mathcal{P} A_{i} \tag{92}
\end{equation*}
$$

Note, if there are no morphisms $f_{i}$ such that $\operatorname{cod} f_{i}=A_{i}$ then we take $Y_{A_{i}}:=\varnothing$.
We take the product over $i=1, \ldots, n$ to obtain the following term.

$$
\begin{equation*}
\left\langle Y_{A_{1}}, \ldots, Y_{A_{n}}\right\rangle \tag{93}
\end{equation*}
$$

This induces the following morphism, we denote by $\Gamma$ the context $Y_{k_{1}^{1}}: A_{1}, \ldots, Y_{k_{l_{1}}^{1}}$ : $A_{1}, \ldots, Y_{k_{1}^{n}}: A_{n}, \ldots, Y_{k_{l_{n}}^{n}}: A_{n}$. That is, the underlying set of $\Gamma$ is $\operatorname{FV}\left(Y_{A_{1}}\right) \cup \ldots \ldots \cup F V\left(Y_{A_{n}}\right)$.

$$
\begin{equation*}
\llbracket \Gamma .\left\langle Y_{A_{1}}, \ldots, Y_{A_{n}}\right\rangle \rrbracket: \prod_{i=1}^{m} \Omega^{\operatorname{cod} f_{i}} \longrightarrow \prod_{j=1}^{n} \Omega^{A_{j}} \tag{94}
\end{equation*}
$$

We consider another term too; we let $Z_{1}: \mathcal{P} A_{1}, \ldots, Z_{m}: \mathcal{P} A_{n}$ be variables and construct the following.

$$
\begin{equation*}
\left\langle f\left(Z_{1}\right), \ldots, f\left(Z_{m}\right)\right\rangle \tag{95}
\end{equation*}
$$

This term induces a morphism, we let $\Theta$ denote the context $Z_{1}: \mathcal{P} \operatorname{dom} f_{1}, \ldots, Z_{m}$ : $\mathcal{P}$ dom $f_{m}$.

$$
\begin{equation*}
\llbracket \Theta \cdot\left\langle f_{1}\left(Z_{1}\right), \ldots, f_{m}\left(Z_{m}\right)\right\rangle \rrbracket: \prod_{i=1}^{m} \Omega^{\operatorname{dom} f_{i}} \longrightarrow \prod_{i=1}^{m} \Omega^{\operatorname{cod} f_{i}} \tag{96}
\end{equation*}
$$

We then compose (91) and (96) to form the following morphism.

$$
\begin{align*}
\prod_{i=1}^{m} \Omega^{\operatorname{dom} f_{i}} \xrightarrow{\llbracket \Theta \cdot\left\langle f_{1}\left(Z_{1}\right), \ldots, f_{m}\left(Z_{m}\right)\right\rangle \rrbracket} \longrightarrow & \prod_{i=1}^{m} \Omega^{\operatorname{cod} f_{i}} \\
& \downarrow^{\left\lfloor\Gamma \cdot\left\langle Y_{A_{1}}, \ldots, Y_{A_{n}}\right\rangle \rrbracket\right.}  \tag{97}\\
& \prod_{j=1}^{n} \Omega^{A_{j}}
\end{align*}
$$

We observe that the composite (97) can be described by a single term.

$$
\begin{align*}
& \llbracket \Theta \cdot\left\langle f_{1}\left(Z_{1}\right), \ldots, f_{m}\left(Z_{m}\right)\right\rangle \rrbracket \circ \llbracket \Gamma .\left\langle Y_{A_{1}}, \ldots, Y_{A_{n}}\right\rangle \rrbracket \\
& =\llbracket \Theta \cdot\left\langle f_{k_{1}^{1}}\left(Z_{k_{1}^{1}}\right) \cup \ldots \cup f_{k_{l_{1}}}\left(Z_{k_{l_{1}}^{1}}\right), \ldots, f_{k_{1}^{n}}\left(Z_{k_{1}^{n}}\right) \cup \ldots \cup f_{k_{l_{n}}^{n}}\left(Z_{k_{l_{n}}^{n}}\right)\right\rangle \rrbracket \tag{98}
\end{align*}
$$

We give a name to this term.

$$
t_{1}:=\left\langle f_{k_{1}^{1}}\left(Z_{k_{1}^{1}}\right) \cup \ldots \cup f_{k_{l_{1}}^{1}}\left(Z_{k_{l_{1}}^{1}}\right), \ldots, f_{k_{1}^{n}}\left(Z_{k_{1}^{n}}\right) \cup \ldots \cup f_{k_{l_{n}}^{n}}\left(Z_{k_{l_{n}}^{n}}\right)\right\rangle
$$

We now make the observation that the two contexts $\Delta$ and $\Theta$ are equal. In summary of what we have so far we write the following pair of morphisms.

$$
\begin{equation*}
\prod_{i=1}^{m} \Omega^{\operatorname{dom} f_{i}} \xlongequal[\llbracket \Delta \cdot t_{1} \rrbracket]{\llbracket \Theta \cdot t_{0} \rrbracket} \prod_{j=1}^{n} \Omega^{A_{j}} \tag{99}
\end{equation*}
$$

The next step is to take equivalence classes as per Section 5.8. To do this, we first recall the term representing the relation $t_{0}(a) \sim t_{1}(a)$ of Definition 5.9, and we consider the following term.

$$
\begin{equation*}
[b]_{t_{0}, t_{1}}=\left\{b^{\prime}: \prod_{i=1}^{n} \mathcal{P} A_{i} \mid\left\langle b, b^{\prime}\right\rangle \in R_{t_{0}, t_{1}}\right\} \tag{100}
\end{equation*}
$$

We notice that the term (100) is of type $\mathcal{P}\left(\prod_{i=1}^{n} \mathcal{P} A_{i}\right)$ and has free variables $\mathrm{FV}\left([b]_{t_{0}, t_{1}}\right)=$ $\left\{b: \prod_{i=1}^{n} \mathcal{P} A_{i}\right\}$. We now consider its interpretation.

$$
\begin{equation*}
\prod_{i=1}^{n} \Omega^{A_{i}} \xrightarrow{\llbracket b: \prod_{i=1}^{n} \mathcal{P} A_{i} \cdot[b]_{t_{0}, t_{1}} \rrbracket} \Omega^{\prod_{i=1}^{n} \Omega^{A_{i}}} \tag{101}
\end{equation*}
$$

To summarise, we now have the following Diagram.


What we have constructed is the top row, completely described via terms in the Interal Logic of a topos, but we now want to show that this descends to a Diagram describing a colimit.

We consider first the following fragment of Diagram (102).


Sequent (104) below is derivable in the type theory for $k=0,1$. In (104) the term $\left\langle\varnothing, \ldots, z_{i}, \ldots, \varnothing\right\rangle$ is the $m$-fold product with the $j^{\text {th }}$ term equal to $\varnothing_{\text {dom } f_{j}}$ for $j \neq i$ and with $i^{\text {th }}$ term equal to $z_{i}$.

$$
\begin{equation*}
\vdash_{z_{i}: \Omega^{\operatorname{dom} f_{i}}} t_{k}\left\langle\varnothing, \ldots, z_{i}, \ldots, \varnothing\right\rangle \in \coprod_{j=1}^{n} \Omega^{A_{j}} \tag{104}
\end{equation*}
$$

and so it follows from the fact that $\coprod_{i=1}^{m} \Omega^{\operatorname{dom} f_{i}}$ is a coproduct (Proposition 5.4) that there exists the dashed morphisms in Diagram (105). The square created by deleting the bottom most morphism in both the top and bottom row of (105) commutes, and similarly the square created by deleting the top most morphism in both the top and bottom row of (105) commutes.


Turning now to the following Diagram of solid arrows.


The following Sequent is derivable in the type theory for $k=0,1$.

$$
\begin{equation*}
\vdash_{w_{i}: \Omega^{\operatorname{dom} f_{i}}}\left[t_{k}\left\langle\varnothing, \ldots, w_{i}, \ldots, \varnothing\right\rangle\right] \in \operatorname{Coeq}\left(t_{0}, t_{1}\right) \tag{107}
\end{equation*}
$$

Note: In (105) the term $\left\langle\varnothing, \ldots, z_{i}, \ldots, \varnothing\right\rangle$ is an $m$-fold product and in (106) the seemingly similar term $\left\langle\varnothing, \ldots, w_{i}, \ldots, \varnothing\right\rangle$ is an $n$-fold product.

Again, using Proposition 5.4 there exists the dashed morphism in Diagram (107) rendering the Diagram considered as a whole, commutative.

To summarise, and this is indeed our main result, we now have the following commutative Diagram.


## A. Topos theory and logic

What is a logical connective? One interpretation of connectives is offered by ZF set theory. The axiom of specification allows for the manipulation of sets via the manipulation of predicates. For instance, if $\varphi(a), \psi(a)$ are formulas with free variable $a$, then the set $\{a \in$ $A \mid \varphi(a) \wedge \psi(a)\}$ is given by the intersection of the sets $\{a \in A \mid \varphi(a)\} \cap\{a \in A \mid \psi(a)\}$.

In fact, this turns out to be a special case of a more general theory. The category Sets is an elementary topos, and indeed any elementary topos $\mathcal{E}$ offers a perspective on connectives. We show in this Section how the logical structure of the connectives $\forall, \exists, \wedge, \vee \Rightarrow$ is captured by the categorical structure of $\mathcal{E}$.

## A.1. Quantifiers.

A.2. Definition. Let $f: A \longrightarrow B$ be a morphism in a topos $\mathcal{E}$. We consider two copies of $f$ and construct the pushout.


We then define the image of $f$ to be the Equaliser of $\iota_{1}, \iota_{2}$.

$$
\begin{equation*}
\operatorname{im} f:=\operatorname{Equal}\left(\iota_{1}, \iota_{2}\right) \tag{110}
\end{equation*}
$$

A.3. Theorem. Let $\mathcal{E}$ be a topos and $f: A \rightarrow B$ a morphism. Then the functor $f^{-1}$ : $\operatorname{Sub}(B) \rightarrow \operatorname{Sub}(A)$ admits both a left and a right adjoint.

Proof. See Johnstone [Johnstone, 2002, §A 1.4.10].
A.4. Definition. Let $f: A \rightarrow B$ be a morphism in a topos. Then the left adjoint to $f^{-1}$ will be denoted $\exists_{f}$, and the right adjoint by $\forall_{f}$.

The reason why this notation is used, is because in the topos Set, these adjoints are given by the following explicit maps

$$
\begin{gathered}
\exists_{f}: \operatorname{Sub}(A) \rightarrow \operatorname{Sub}(B) \\
A^{\prime} \mapsto\left\{b \in B \mid \text { there exists } a \in A^{\prime} \text { such that } f(a)=b\right\}
\end{gathered}
$$

and

$$
\begin{aligned}
& \forall_{f}: \operatorname{Sub}(A) \rightarrow \operatorname{Sub}(B) \\
& A^{\prime} \mapsto\left\{b \in B \mid \text { for all } a \in A \text { if } f(a)=b \text { then } a \in A^{\prime}\right\}
\end{aligned}
$$

Proof. See [Meordijk, Mac Lane, 1994, §1 9.2].
In the general context of an arbitrary topos, the left adjoint is particularly easy to describe.
A.5. Lemma. Let $f: A \longrightarrow B$ be a morphism and let $m: M \mapsto A \in \operatorname{Sub}(A)$ be a subobject of $A$.

$$
\begin{equation*}
\exists_{f}(m) \cong \operatorname{im}(f m) \tag{111}
\end{equation*}
$$

Proof. We will define a functor $\operatorname{im}\left(f_{-}\right): \operatorname{Sub} A \longrightarrow \operatorname{Sub} B$ and prove that this functor is left adjoint to the functor $f^{-1}: \operatorname{Sub} B \longrightarrow \operatorname{Sub} A$, the result will then follow from essential uniqueness of adjoints.

We define the image of a subobject $m: M \rightharpoondown A$ under $\operatorname{im}\left(f_{-}\right)$to be the subobject $\operatorname{im}(f m)$ of $B$. Now we define how this functor behaves on morphims.

Let $m: M \hookrightarrow A, n: N \longrightarrow A$ be subobjects of $A$ and let $\gamma: M \longrightarrow N$ be a morphism such that the $m=n \gamma$. Let $i_{1}, i_{2}$ denote the morphisms such that $\operatorname{im}(f m)=$ $\operatorname{Equal}\left(i_{1}, i_{2}\right)$ and let $i_{1}^{\prime}, i_{2}^{\prime}$ denote the morphisms such that $\operatorname{im}(f n)=\operatorname{Equal}\left(i_{1}^{\prime}, i_{2}^{\prime}\right)$. To define a morphism $\operatorname{im}(f m) \longrightarrow \operatorname{im}(f n)$ it suffices to define a morphism $\gamma: C \longrightarrow C^{\prime}$ such that $\gamma i_{1}=i_{1}^{\prime}$ and $\gamma i_{2}=i_{2}^{\prime}$. For convenience, we draw the following Diagram, we have denoted by $C$ the object in the pushout PushOut $(f m, f m)$ and $C^{\prime}$ for that of PushOut (fn,fn).


We consider the following Diagram of solid arrows.


Since $\operatorname{im}(f m)$ is a pushout, the existence of $\operatorname{im}(f \gamma)$ which renders the Diagram commutative follows from the fact that $f m=f n \gamma$, which follows from the assumption that $m=n \gamma$.

Now we need to show that $\operatorname{im}\left(f_{-}\right)$is left adjoint to $f^{-1}$. That is, given $m: M \rightarrow$ $A \in \operatorname{Sub} A, r: R \hookrightarrow B \in \operatorname{Sub} B$ along with a morphism $\delta: m \longrightarrow f^{-1}(r)$, we need to show that there exists a morphism $\eta_{m}: m \longrightarrow f^{-1} \mathrm{im}(f m)$, natural in $m$, and a unique morphism $\beta: \operatorname{im}(f m) \longrightarrow r$ such that the following Diagram commutes.


We make a note that $R \cong \operatorname{im} r$, as $r$ is monic, so it suffices to show the above statement with every instance of $r$ replaced by $\operatorname{im} r$. We overload the notation $r$ and use this to denote the morphism $\operatorname{im} r \mapsto B$ as well as the morphism $R \mapsto B$.

We let $i_{1}, i_{2}: B \longrightarrow C$ denote the morphisms such that $\operatorname{im}(f m)=\operatorname{Equal}\left(i_{1}, i_{2}\right)$, let $i_{1}^{\prime}, i_{2}^{\prime}: B \longrightarrow C^{\prime}$ denote the morphisms such that $\operatorname{im}(r)=\operatorname{Equal}\left(i_{1}^{\prime}, i_{2}^{\prime}\right)$. First we define $\eta_{m}: m \longrightarrow f^{-1} \mathrm{im}(f m)$. The natural morphism $\eta_{m}: M \longrightarrow f^{-1} \mathrm{im}(f m)$ is given by pulling back $\operatorname{im}(f m)$ along $f$ and using the fact that $f m$ factors through $\operatorname{im}(f m)$. Naturally follows easily from universality of the objects involved. Now we show the eixstence of the morphism $\beta: \operatorname{im}(f m) \longrightarrow r$. Consider the following Diagram of solid arrows.


Now, by the universal property of the equaliser im $r$, to show the existence of an appropriate morphism $\operatorname{im}(f m) \longrightarrow \operatorname{im} r$ it suffices to define a morphism $\zeta: C \longrightarrow C^{\prime}$, denoted by a dashed arrow in (115), rendering (115) commutative. The objects $C, C^{\prime}$ are respectively
objects of pushouts, and so in turn it suffices to prove that $i_{1}^{\prime} f m=i_{2}^{\prime} f m$. This follows immediately from the fact that $i_{1}^{\prime} r \alpha \delta=i_{2}^{\prime} r \alpha \delta$.

## A.6. Heyting algebras.

A.7. Definition. A Heyting algebra is a set with a partial order, which as a category admits the following.

- Initial and terminal objects.
- Binary products, binary coproducts.
- All exponentials.

Many examples are given by the following Theorem.
A.8. Theorem. Let $\mathcal{E}$ be a topos, and let $E$ be any object of $\mathcal{E}$. Then the set $\operatorname{Sub}(E)$, with partial order given by inclusion, is a Heyting algebra with the relevant structure given as follows.

- Terminal object given by $i d_{E}: E \rightarrow E$.
- Initial object given by the monic $0 \hookrightarrow E$, where 0 is the initial object of the topos $\mathcal{E}$. Note; this morphism $0 \hookrightarrow E$ is necessarily monic as $\mathcal{E}$ is a topos (see [Johnstone, 2002, §A1.4.1]).
- The binary product of subobjects $m: A \longmapsto E$ and $n: B \mapsto E$ is given by the triple $\left(A \times_{E} B, \pi_{A}, \pi_{B}\right)$, which is such that the following is a pullback diagram in $\mathcal{E}$.

- The binary coproduct of subobjects $m: A \rightarrow E$ and $n: B \rightarrow E$ given by the triple $\left(\operatorname{Im}(m \amalg n), k \iota_{A}, k \iota_{B}^{\prime}\right)$ where $\left(A \coprod B, \iota_{A}, \iota_{B}\right)$ is a coproduct in $\mathcal{E}$, $k$ is the induced morphism $M \amalg N \longrightarrow \operatorname{im}(m \coprod n)$, and $m \coprod n$ is the unique morphism $A \coprod B \rightarrow E$ such that the following diagram commutes in $\mathcal{E}$.

- The exponentials are more complicated, see [Johnstone, 2002, §A1.4.13].

Proof. See [Johnstone, 2002, §A1.4].
A.9. Definition. We denote the initial and terminal objects of a Heyting algebra by 0 and 1 respectively. The object corresponding to the binary product of objects $A$ and $B$ will be denoted $A \wedge B$, and the object corresponding the coproduct, $A \vee B$. Lastly, the objects $B^{A}$ will be denoted $A \Rightarrow B$.
A.10. Remark. If $\mathcal{E}$ admits countably infinite coproducts, then for any object $E \in \mathcal{E}$, the category $\operatorname{Sub}(E)$ also admits arbitrary coproducts. See [Johnstone, 2002, §A1.4]. If $\left\{p_{i}\right\}_{i \geq 0}$ is a countably infinite set of elements of $\operatorname{Sub}(E)$ then the coproduct will be denoted by $\bigvee_{i \geq 0} p_{i}$.
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[^1]:    ${ }^{1}$ This final rule is the one to which contexts owe their existence. The essential point is that from $p \vdash_{\Delta, x: X} q$ (where $\Delta, x: \tau$ is the context given by appending $x: \tau$ to the end of $\Delta$ ), one can infer that $p[x:=t] \vdash_{\Delta} q[x:=t]$ only if there exists a term $t: X$ such that $\mathrm{FV}(t) \subseteq \Delta$. Lambek and Scott point out [Lambek, Scott, 1986, §II. 1 p.131] that to deduce $\forall x: X, p \vdash \exists x: X, p$ from $\forall x: X, p \vdash_{x: X} \exists x: X, p$ without there existing a closed term of type $X$ is undesirable from a logical point of view, as although "for all unicorns $x, x$ has a horn", it is not the case that "there exists a unicorn $x$, such that $x$ has a horn", because (presumably) there does not exist any unicorns at all!

