
Shadows of Computation, Lecture 5

Will Troiani

September 2022

1 The untyped λ-calculus

Definition 1.1. Let V be a (countably) infinite set of variables, and let L be the language
consisting of V along with the special symbols

λ . ( )

Let L ∗ be the set of words of L , more precisely, an element w ∈ L ∗ is a finite sequence
(w1, ..., wn) where each wi is in L , for convenience, such an element will be written as
w1...wn. Now let Λp denote the smallest subset of L ∗ such that

� if x ∈ V then x ∈ Λp,

� if M,N ∈ Λp then (MN) ∈ Λp,

� if x ∈ V and M ∈ Λp then (λx.M) ∈ Λp

Λp is the set of preterms. A preterm M such that M ∈ V is a variable, if M = (M1M2)
for some preterms M1,M2, then M is an application, and if M = (λx,M ′) for some
x ∈ V and M ′ ∈ Λp then M is an abstraction.

In practice, it becomes unwieldy to use this notation for the preterms exactly, and so
the following notation is adopted:

Definition 1.2. � For preterms M1,M2,M3, the preterm M1M2M3 means ((M1M2)M3)),

� For variables x, y and a preterm M , the preterm λxy.M means (λx.(λy.M)).

The variables x which appear in the subpreterm M of a preterm λx.M are viewed
as “markers for substitution”, (see Remark 1.9). For this reason, a distinction is made
between the variable x and the variable y in, for example, the preterm λx.xy:

Definition 1.3. Given a preterm M , let FV(M) be the following set of variables, defined
recursively
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� if M = x where x is a variable then FV(M) = {x},

� if M = M1M2 then FV(M) = FV(M1) ∪ FV(M2),

� if M = λx.M ′ then FV(M) = FV(M ′) \ {x}.

A variable x ∈ FV(M) is a free variable of M , a variable x which appears in M but is
not a free variable is a bound variable.

As mentioned, bound variables will be viewed as “markers for substitution”, so we
define the following equivalence relation on Λp which relates a preterm M to M ′ if M
can be obtained by replacing every bound occurrence of a variable x in M ′ with another
variable y:

Definition 1.4. For any term M , let M [x := y] be the preterm given by replacing every
bound occurrence of x in M with y. Define the following equivalence relation on Λp:
M ∼α M ′ if there exists x, y ∈ V such that M [x := y] = M ′, where no free variable of M
becomes bound in M [x := y]. In such a case, we say that M is α-equivalent to M ′.

Remark 1.5. The reason why we need to let x and y be such that no free variable of M
becomes bound in M [x := y] is so that a preterm such as λx.y does not get identified
with the preterm λy.y.

We are now in a position to define the underlying language of λ-calculus:

Definition 1.6. Let Λ = Λp/∼α be the set of λ-terms. The set of free variables of a
λ-term [M ] is FV(M), which can be shown to be well defined. For convenience, M will
be written instead of [M ].

Now the dynamics of the computation of λ-terms will be defined.

Definition 1.7. Single step β-reduction →β is the smallest relation on Λ satisfying:

� the reduction axiom:

– for all variables x and λ-terms M,M ′, (λx.M)M ′ →β M [x := M ′], where
M [x := M ′] is the term given by replacing every free occurrence of x in M
with M ′,

� the following compatibility axioms:

– if M →β M
′ then (MN)→β (M ′N) and (NM)→β (NM ′),

– if M →β M
′ then for any variable x, λx.M →β λxM

′.

A subterm of the form (λx.M)M ′ is a β-redex, and (λx.M)M ′ single step β-reduces
to M [x := M ′].
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Remark 1.8. Strictly, single step β reduction should be defined on preterms and then
shown that a well defined relation is induced on terms, but this level of detail has been
omitted for the sake of clarity.

Remark 1.9. The reducition axiom shows precisely in what sense a bound variable is a
“marker for substitution”. For example, (λx.x)M →β M and (λy.y)M →β M , which is
why λx.x is identified with λy.y.

It is through single step β-reduction that computation may be performed. In fact,
λ-calculus is capable of performing natural number addition:

Example 1.10. Define the following λ-terms:

� ONE := λfx.fx,

� TWO := λfx.ffx,

� THREE := λfx.fffx,

� PLUS := λmnfx.mf(nfx)

then

PLUS ONE TWO = (λmnfx.mf(nfx))(λfx.fx)(λfx.ffx)

→β (λnfx.(λfx.fx)f(nfx))(λfx.ffx)

→β (λnfx.(λx.fx)(nfx))(λfx.ffx)

→β (λnfx.fnfx)(λfx.ffx)

→β (λfx.f(λfx.ffx)fx)

→β (λfx.f(λx.ffx)x)

→β (λfx.fffx) = THREE

where each step is obtained by substituting the right most underlined λ-term inplace of
the left most underlined variable.

Historically, is this how Church first defined computable functions.
There is also η-expansion, which is defined similarly.

Definition 1.11. Single step η-expansion −→η is the smallest, compatible relation
on Λ satisfying:

(1.1) M −→η λx.Mx

where x is a variable not in the free variable set of M . Multi step η-expansion is the
reflexive closure of single step η-expansion. η-equivalence is the reflexive, symmetric
symmetric closure of multi step η-expansion.

βη-equivalence is the union of η-equivalence and β-equivalence.
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2 Simply typed λ-calculus

In the simply-typed lambda calculus [29, Chapter 3] there is an infinite set of atomic
types and the set Φ→ of simple types is built up from the atomic types using →. Let Λ′

denote the set of untyped lambda calculus preterms in these variables, as defined in [29,
Chapter 1]. We define a subset Λ′wt ⊆ Λ′ of well-typed preterms, together with a function
t : Λ′wt −→ Φ→ by induction:

� all variables x : σ are well-typed and t(x) = σ,

� if M = (P Q) and P,Q are well-typed with t(P ) = σ → τ and t(Q) = σ for some
σ, τ then M is well-typed and t(M) = τ ,

� if M = λx .N with N well-typed, then M is well-typed and T (M) = t(x)→ t(N).

We define Λ′σ = {M ∈ Λ′wt | t(M) = σ} and call these preterms of type σ. Next we observe
that Λ′wt ⊆ Λ′ is closed under the relation of α-equivalence on Λ′, as long as we understand
α-equivalence type by type, that is, we take

λx .M =α λy .M [x := y]

as long as t(x) = t(y). Denoting this relation by =α, we may therefore define the sets of
well-typed lambda terms and well-typed lambda terms of type σ, respectively:

Λwt = Λ′wt/ =α(2.1)

Λσ = Λ′σ/ =α .(2.2)

Note that Λwt is the disjoint union over all σ ∈ Φ→ of Λσ. We write M : σ as a synonym
for [M ] ∈ Λσ, and call these equivalence classes terms of type σ. Since terms are, by
definition, α-equivalence classes, the expression M = N henceforth means M =α N
unless indicated otherwise. We denote the set of free variables of a term M by FV(M).

3 The category of λ-terms

We define a category L whose objects are the types of simply-typed lambda calculus,
and whose morphisms are the terms of that calculus. The natural desiderata for such
a category are that the fundamental algebraic structure of lambda calculus, function
application and lambda abstraction, should be realised by categorical algebra.

Following Church’s original presentation our lambda calculus only contains function
types and Φ→ denotes the set of simple types. We write Λσ for the set of α-equivalence
classes of lambda terms of type σ, and we write =βη for the equivalence relation generated
by βη equivalence.
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Definition 3.1 (Category of lambda terms). The category L has objects

ob(L) = Φ→ ∪ {1}

and morphisms given for types σ, τ ∈ Φ→ by

L(σ, τ) = Λσ→τ/=βη

L(1, σ) = Λσ/=βη

L(σ,1) = {?}
L(1,1) = {?} ,

where ? is a new symbol. For σ, τ, ρ ∈ Φ→ the composition rule is the function

L(τ, ρ)× L(σ, τ) −→ L(σ, ρ)(3.1)

(N,M) 7−→ λxσ . (N(Mx))(3.2)

where x 6∈ FV(N)∪FV(M). We write the composite as N ◦M . In the remaining special
cases the composite is given by the rules

L(τ, ρ)× L(1, τ) −→ L(1, ρ) , N ◦M = (N M) ,(3.3)

L(1, ρ)× L(1,1) −→ L(1, ρ) , N ◦ ? = N ,(3.4)

L(1, ρ)× L(σ,1) −→ L(σ, ρ) , N ◦ ? = λtσ . N ,(3.5)

where in the final rule t /∈ FV(N). Notice that these functions, although their rules
depend on representatives of equivalence classes, are none-the-less well defined.

For terms M,N the expression M = N always means equality of terms (that is, up to
α-equivalence) and we write M =βη N if we want to indicate equality up to βη-equivalence
(for example as morphisms in the category L). Since the free variable set of a lambda
term is not invariant under β-reduction, some care is necessary in defining the category
LQ below. Let �β denote multi-step β-reduction [29, Definition 1.3.3].

Lemma 3.2. If M �β N then FV(N) ⊆ FV(M).

Definition 3.3. Given a term M we define

FVβ(M) =
⋂

N=βM

FV(N)

where the intersection is over all terms N which are β-equivalent to M .

Clearly if M =β M
′ then FVβ(M) = FVβ(M ′).

Lemma 3.4. Given terms M : σ → ρ and N : σ we have

FVβ((MN)) ⊆ FVβ(M) ∪ FVβ(N) .
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Lemma 3.5. Given M : σ → ρ and N : τ → σ we have

(3.6) FVβ(M ◦N) ⊆ FVβ(M) ∪ FVβ(N) .

Given a set Q of variables we write ΛQ
σ for the set of lambda terms M of type σ with

FV(M) ⊆ Q. Let =βη denote the induced relation on this subset of Λσ.
We prove that we have a category.
The following calculation shows that idσ ∈ L(σ, σ) is an identity at σ. Observe that

for a term M : σ → τ , we have

λtσ . (M(idσ t)) = λtσ . (M((λxσ . x)t))

=β λt . (Mt)

=η M ,

and similarly λsτ . (idτ (Ms)) =βη M . Moreover, ? is clearly an identity at 1. For
associativity there are a few cases to check:

� Consider a diagram of objects and morphisms in L of the form:

(3.7) δ ρPoo τ
Noo σ .

Moo

P ◦ (N ◦M) = λyσ . (P (N ◦M y))

= λyσ . (P ((λxσ . (N(Mx)))y))

=β λy
σ . (P (N(My)))

=β (P ◦N) ◦M .

� Consider a diagram of objects and morphisms in L of the form

(3.8) δ ρ
Poo τ

Noo 1 .Moo

P ◦ (N ◦M) = P ◦ (NM)

= (P (NM))

= (λyτ . (P (Ny))M)

= (P ◦N) ◦M .

� Consider a diagram of objects and morphisms in L of the form

(3.9) δ ρPoo 1Noo σ .?oo

(P ◦N) ◦ ? = (PN) ◦ ?
= λtσ . (PN)

= λtσ(P ((λzσ . N)t))

= P ◦ (N ◦ ?) .
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� Consider a diagram of objects and morphisms in L of the form

(3.10) δ 1Poo τ?oo σ .Moo

(P ◦ ?) ◦M = (λtτ . P ) ◦M
= λqσ . ((λtτ . P )(Mq))

= λqσ . P

= P ◦ (? ◦M) .

The other cases are trivial.
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