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## 1 Multiplicatives

Mathematics is formalised in logical languages which in turn are designed around the ideas of mathematics. So which, of mathematics or logic, is more fundamental? To explore this question, this note presents the Geometry of Interaction program, which seeks to define a model for Linear Logic inside some "geometric" (or topological, or functional...) category (interpreted either formally or informally).

The Geometry of Interaction program has been intiated by Girard [3], [4], 5], [6], [7, and further developed by Regnier [8], Seiller [9], [10], [11, [12], as well as many others [13], [15]. The work presented in this current note is an entrance point to this body of work, in particular, none of the ideas presented here are new (although the presentation has been personalised and is different to their original presentations). The standard textbook reference is [16] however this note was developed from the original papers.

Definition 1.0.1. There is an infinite set of unoriented atoms $X, Y, Z, \ldots$ and an oriented atom (or atomic proposition) is a pair $(X,+)$ or $(X,-)$ where $X$ is an unoriented atom. The set of pre-formulas is defined as follows.

- Any atomic proposition is a pre-formula.
- If $A, B$ are pre-formulas then so are $A \otimes B, A \times B$.
- If $A$ is a pre-formula then so is $\neg A$.

The set of formulas is the quotient of the set of pre-formulas by the equivalence relation $\sim$ generated by, for arbitrary formulas $A, B$ and unoriented atom $X$, the following.

$$
\begin{equation*}
\neg(A \otimes B) \sim \neg A \ngtr \neg B, \quad \neg(A \ngtr B) \sim \neg A \otimes \neg B, \quad \neg(X,+) \sim(X,-), \quad \neg(X,-) \sim(X,+) \tag{1}
\end{equation*}
$$

Remark 1.0.2. In [20] we define $\neg(A \otimes B)$ to be $\neg B \curvearrowright \neg A$, that is, the order of $A$ and $B$ is swapped by the negation. Here we do not swap the order so that Geometry of Interaction One (Theorem 4.6.7) is more transparent.

Lemma 1.0.3. For all formulas $A$ we have $\neg \neg A=A$.
Proof. We proceed by induction on the number $n$ given by the sum of the occurrences of $\otimes$ and 8 in $A$. If $n=0$ then $A=(X,+)$ or $A=(X,-)$. In either situation the fact that $\neg \neg A=A$ follows from (1).
Now say $n>0$ and the result holds for all $k<n$. We either have $A=A_{1} \otimes A_{2}$ or $A=A_{1} \otimes A_{2}$, each case is proved in a similar way, we show the deatils for when $A=A_{1} \otimes A_{2}$.

$$
\begin{equation*}
\neg \neg A=\neg \neg\left(A_{1} \otimes A_{2}\right)=\neg\left(\neg A_{1} \ngtr \neg A_{2}\right)=\neg \neg A_{1} \otimes \neg \neg A_{2} \tag{2}
\end{equation*}
$$

By the inductive hypothesis we ahve that $\neg \neg A_{1}=A_{1}$ and $\neg \neg A_{2}=A_{2}$. It thus follows that $\neg \neg A=$ $A$.

Definition 1.0.4. A finite sequence of formulas is a sequent and we write $\vdash A_{1}, \ldots, A_{n}$ for the sequent $\left(A_{1}, \ldots, A_{n}\right)$.

The following system of logic is due to Girard [1], [17.
Definition 1.0.5. A multiplicative, linear logic deduction rule (or simply deduction rule) results from one of the schemata below by a substitution of the following kind: replace $A, B$ by arbitrary formulas, and $\Gamma, \Gamma^{\prime}, \Delta, \Delta^{\prime}$ by arbitrary (possibly empty) sequences of formulas separated by commas:

- the identity group:
- Axiom

$$
\overline{\vdash \neg A, A}(\mathrm{ax})
$$

- Cut:

$$
\frac{\vdash \Gamma, A, \Gamma^{\prime} \quad \vdash \Delta, \neg A, \Delta^{\prime}}{\vdash \Gamma, \Gamma^{\prime}, \Delta, \Delta^{\prime}}(\mathrm{cut})
$$

- the multiplicative rules
- Times:

$$
\frac{\vdash \Gamma, A, \Gamma^{\prime} \quad \vdash \Delta, B, \Delta^{\prime}}{\vdash \Gamma, \Gamma^{\prime}, A \otimes B, \Delta, \Delta^{\prime}} \otimes
$$

- Par

$$
\frac{\vdash \Gamma, A, B, \Gamma^{\prime}}{\vdash \Gamma, A \ngtr B, \Gamma^{\prime}} \not \subset
$$

- the structural rule:
- Exchange

$$
\frac{\vdash \Gamma, A, B, \Gamma^{\prime}}{\vdash \Gamma, B, A, \Gamma^{\prime}}(\mathrm{ex})
$$

Definition 1.0.6. A proof in MLL is a finite, rooted, planar, tree where each edge is labelled by a sequent and each node except for the root is labelled by a valid deduction rule. If the edge connected to the root is labelled by the sequent $\vdash \Gamma$ then we call the proof a proof of $\Gamma$ and in such a situation, $\Gamma$ is the conclusion of $\pi$.

A proof in MLL is a concept inspired by the proofs that mathematicians write in, for example, algebraic geometry. One of the reasons why it is interesting to consider a formal notion of a proof is so that we can analyse the true essence of a proof. Many arbitrary choices are made when one writes a proof on paper, for instance, what order two arguments are written down when one does not depend on the other. Hence, a natural idea is to define an equivalence relation on the set of a proofs in MLL which identify proofs which differ only in these insignificant ways. This question was explored to its natural end for the Intuitionistic Sequent Calculus in [18], for example. However, there is a deeper point to be made. We begin with the question: "what is good notation"?

Let us begin with an example of bad notation. Say we considered proofs in MLL up to equivalence. For clarity, just in this paragraph and the next we will refer to proofs in MLL as preproofs, and equivalence classes of such things as proofs. The only reasonable way to denote a proof would be to denote it indirectly via a preproof. Hence, this notation encompasses more than the pure essence of a proof, as the arbitrary choices belonging to that particular preproof are also included in the notation. The result: a notation which obfuscates the mathematical structure of proofs.

Hence, the desiderata for what constitutes "good notation" at least includes the following condition.

> There should be exactly one way of writing the object in question.

This is what proof structures (Definition 1.0.8) do, and indeed, we will see that this notation leads to many insights (the Sequentialisation Theorem 2.0.17, Geometry of Interaction 4.2.12, etc) which capture some structure of proofs, without reference to the structure of a choice of representing preproof.

First, we recall the definition of a directed multigraph.
Definition 1.0.7. A directed multigraph is a triple $(V, E, \varphi)$ where:

- $V$ is a set of vertices, or nodes.
- $E$ is a set of edges, or lines.
- $r: E \longrightarrow\{(x, y) \mid x, y \in V\}$ is a function from the set of edges to the set of ordered pairs of vertices.

For all edges $e \in E$, the first element of $r(e)$ is the source and the second element is the target.
The following method for writing certain equivalence classes of proofs with a single calculus is due to Girard [1]. See [16] for his own explanation of how one may think of this graphical syntax. This particular presentation of proof structures is due to Laurent [19].

Definition 1.0.8. A proof structure is a directed multigraph with edges labelled with formulas (Definition 1.0.1) and with nodes labelled with an element of the following set: $\{(\mathrm{ax}),(\mathrm{cut}), \otimes, 8, \mathrm{c}\}$. A proof structure may not admit any loops (however it may admit cycles). The incoming edges of a node are called its premisses, the outgoing edges are its conclusions. Proof structures are required to adhere to the following conditions.

- Each node labelled (ax) has exactly two conclusions and no premisse, the conclusions are labelled $A$ and $\neg A$ for some $A$.
- Each node labelled (cut) has exactly two premisses and no conclusion, where the premisses are labelled $A$ and $\neg A$ for some $A$.
- Each node labelled $\otimes$ has exactly two premisses and one conclusion. These two premisses are ordered. The smallest one is called the left premise of the node, the biggest one is called the right premise. The left premise is labelled $A$, the right premise is labelled $B$ and the conclusion is labelled $A \otimes B$, for some $A, B$.
- Each node labelled 8 has exactly two ordered premisses and one conclusion. The left premise is labelled $A$, the right premise is labelled $B$ and the conclusion is labelled $A \ngtr B$, for some $A, B$.
- Each node labelled c has exactly one premise and no conclusion. Such a premise of a node labelled c is called the conclusion of the proof structure.

Let $\pi$ be a proof structure. A conclusion link consists of a node labelled c along with its premise. An axiom link of $\pi$ is a subgraph consisting of a node labelled (ax) along with its conclusions. A (cut) link consists of a node labelled (cut) along with its premises. A tensor link of $\pi$ consists of a node labelled $\otimes$ along with its premises and conclusion. A par link consists of a node labelled 8 along with its premises and conclusion.


Definition 1.0.9. An occurrence of a formula $A$ in a proof structure $\pi$ is an edge $e$ labelled by $A$.
Loosely speaking, logic is about determining correct arguments. That is, from the space of arguments (either correct or incorrect), logic determines whether an argument $A$ lies in the subspace of correct arguments or not. In the current context, we take the set of proof structures to be the space of proofs, both correct and incorrect, and we take the subset of so called proof nets to be the subspace of correct arguments. Proof nets are the proof structures which lie in the image of a translation map (Definition 1.0 .11 below) between sequent style proofs and proof structures. We now define this sequent style logical system, which again is due to Girard [16].

Definition 1.0.10. The set of intuitionistic formulas is defined as follows.

- Any atomic proposition (Definition 1.0.1) is an intuitionistic formula.
- If $A, B$ are formulas then so are $A \otimes B, A \multimap B$.

Let $\mathcal{P}^{n}$ be the set of all length $n$ sequences of intuitionistic variables with $\mathcal{P}^{0}:=\{\varnothing\}$, and $\mathcal{P}:=\cup_{n=0}^{\infty} \mathcal{P}^{n}$. A sequent is a pair $(\Gamma, A)$ where $\Gamma \in \mathcal{P}$ and $A$ is an intuitionistic formula, written $\Gamma \vdash A$. We call $\Gamma$ the antecedent and $A$ the succedent of the sequent. Given $\Gamma$ and an intuitionistic formula $A$ we write $\Gamma, A$ for the element of $\mathcal{P}$ given by appending $A$ to the end of $\Gamma$. We write $\vdash A$ for $\varnothing \vdash A$.

An intuitionistic, multiplicative deduction rule (or simply deduction rule) results from one of the schemata below by a substitution of the following kind: replace $A, B, C$ by arbitrary intuitionistic formulas, and $\Gamma, \Delta, \Theta$ by arbitrary (possibly empty) sequences of intuitionistic formulas separated by commas.

- The identity group:

$$
\begin{equation*}
\text { Axiom } \quad \overline{A \vdash A}(\mathrm{ax}) \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\text { Cut } \quad \frac{\Gamma \vdash A \quad \Delta, A, \Theta \vdash B}{\Gamma, \Delta, \Theta \vdash B}(\mathrm{cut}) \tag{5}
\end{equation*}
$$

- The logical rules:

$$
\begin{array}{lll}
\quad \begin{array}{c}
\text { Left/right } \\
\text { times }
\end{array} & \frac{\Gamma, A, B, \Gamma^{\prime} \vdash C}{\Gamma, A \otimes B, \Gamma^{\prime} \vdash C}(\mathrm{~L} \otimes) & \frac{\Gamma \vdash A \Delta \vdash B}{\Gamma, \Delta \vdash A \otimes B}(\mathrm{R} \otimes)  \tag{6}\\
\text { Right/left } & \frac{\Gamma, A, \Gamma^{\prime} \vdash B}{\Gamma, \Gamma^{\prime} \vdash A \multimap B}(\mathrm{R} \multimap) & \frac{\Gamma \vdash A \quad \Delta, B, \Delta^{\prime} \vdash C}{A \multimap B, \Gamma, \Delta \vdash C}(\mathrm{~L} \multimap)
\end{array}
$$

- The structural rule

$$
\text { Exchange } \quad \frac{\Gamma, A, B, \Gamma^{\prime} \vdash C}{\Gamma, B, A, \Gamma^{\prime} \vdash C}(\mathrm{ex})
$$

A proof in IMLL (intuitionistic multiplicative linear logic) is defined the similarly to proofs of MLL (Definition 1.0.6).
Definition 1.0.11. Let $\Sigma$ denote the set of MLL proofs and MPS the set of multiplicative proof structures. We let $T: \Sigma \longrightarrow$ MPS denote the function defined inductively by associating to each deduction rule of Definition 1.0.5 a multiplicative proof structure. More precisely, we simultaneously inductively prove that if $\pi$ has height $n$ and is constructed from either one proof $\pi^{\prime}$ with height less than $n$ or from two proofs $\pi_{1}, \pi_{2}$ each with height less than $n$, then $T\left(\pi^{\prime}\right), T\left(\pi_{1}\right), T\left(\pi_{2}\right)$ have conclusions corresponding to the conclusions of $\pi^{\prime}, \pi_{1}, \pi_{2}$, and we use this fact to inductively define $T(\pi)$ which in turn has conclusions corresponding to the formulas in the final sequent of $\pi$.

Given a proof $\pi$, the following notation:

means the translation $T(\pi)$, which admits a conclusion $A$, with the conclusion node c removed.

Exchange

$$
\begin{gathered}
\pi \\
\vdots \\
\frac{\vdash \Gamma, A, B, \Gamma^{\prime}}{\vdash \Gamma, A \curlyvee B, \Gamma^{\prime}} \not 又
\end{gathered}
$$


$\pi$

$$
\begin{gathered}
\vdots \\
\frac{\vdash \Gamma, A, B, \Gamma^{\prime}}{\vdash \Gamma, B, A, \Gamma^{\prime}}(\mathrm{ex})
\end{gathered}
$$

$T(\pi)$

A multiplicative proof net (or simply proof net) is a multiplicative proof structure which lies in the image of $T$.

Definition 1.0.12. Let $\Pi$ denote the set of intuitionistic, multiplicative, linear logic proofs. Then again, there is a translation

$$
\begin{equation*}
S: \Pi \longrightarrow \mathrm{MPS} \tag{10}
\end{equation*}
$$

defined inductively:

Axiom

$$
\overline{A \vdash A}(\mathrm{ax}) \quad \xrightarrow{S}
$$



Cut

$$
\begin{array}{cc}
\pi_{1} & \pi_{2} \\
\vdots & \vdots \\
\Gamma \vdash A & \Delta, A, \Theta \vdash B \\
\hline & \Gamma, \Delta, \Theta \vdash B
\end{array}
$$

| Left times | $\pi$ |
| :---: | :---: |
| $\vdots$ |  |
|  | $\frac{\Gamma, A, B, \Gamma^{\prime} \vdash C}{\Gamma, A \otimes B, \Gamma^{\prime} \vdash C}(\mathrm{~L} \otimes)$ |

Right times

$$
\begin{array}{cc}
\pi_{1} & \pi_{2} \\
\vdots & \vdots \\
\frac{\Gamma \vdash A}{\Gamma} \Delta \Delta B \\
\Gamma, \Delta \vdash A \otimes B & (\mathrm{R} \otimes)
\end{array}
$$

Right implication

$$
\begin{gathered}
\pi \\
\vdots \\
\frac{\Gamma, A, \Gamma^{\prime} \vdash B}{\Gamma, \Gamma^{\prime} \vdash A \multimap B}(\mathrm{R} \multimap)
\end{gathered}
$$






A intuitionistic, multiplicative proof net (or simply intuitionistic proof net) is an proof structure which lies in the image of $S$.

Definition 1.0.13. There is also a translation $R: \Pi \longrightarrow \Sigma$ which we now present. In what follows, if $\Gamma=A_{1}, \ldots, A_{n}$ is a sequence of formulas, then $\neg \Gamma$ denotes the sequence given by $\neg A_{1}, \ldots, \neg A_{n}$.
Axiom $\quad \underset{A \vdash A}{ }(\mathrm{ax}) \quad \xrightarrow{R} \quad \underset{\vdash \neg, A}{ }$ (ax)

Cut

$$
\begin{array}{cc}
\pi_{1} & \pi_{2} \\
\vdots & \vdots \\
\Gamma \vdash A & \Delta, A, \Theta \vdash B \\
\hline & \Gamma, \Delta, \Theta \vdash B
\end{array}
$$

$$
R\left(\pi_{1}\right) \quad R\left(\pi_{2}\right)
$$

$$
\begin{aligned}
& \stackrel{R}{\longrightarrow} \\
& \\
& \\
& \\
& \\
& \\
& \vdash \neg \Gamma, A \\
& \vdash \neg \Gamma, \neg \Delta \Delta, \neg \Theta, B
\end{aligned} \quad \vdots
$$

$$
\pi
$$

Left times

$$
\frac{\Gamma, A, B, \Gamma^{\prime} \vdash C}{\Gamma, A \otimes B, \Gamma^{\prime} \vdash C}(\mathrm{~L} \otimes)
$$

$$
\begin{array}{cc}
\stackrel{R}{\longrightarrow} & R(\pi) \\
& \\
& \\
& \\
& \vdash \neg \Gamma, \neg A, \neg B, \neg \Gamma^{\prime}, C \\
& \vdash \neg \Gamma, \neg A \otimes \neg B, \neg \Gamma^{\prime}, C
\end{array}
$$

Right times

$$
\begin{array}{cc}
\pi_{1} & \pi_{2} \\
. &
\end{array}
$$

$$
\frac{\stackrel{\vdots}{\Gamma} A \quad \Delta \stackrel{\vdots}{\vdash} B}{\Gamma, \Delta \vdash A \otimes B}(\mathrm{R} \otimes)
$$

$$
\xrightarrow{R}
$$

$$
R\left(\pi_{1}\right) \quad R\left(\pi_{2}\right)
$$

$$
\begin{array}{cc}
\vdots & \vdots \\
\vdash \neg \Gamma, A & \vdash \neg \Delta, B \\
\vdash \neg \Gamma, \neg \Delta, A \otimes B
\end{array}
$$

$$
\begin{gathered}
\pi \\
\vdots \\
\frac{\Gamma, A, \Gamma^{\prime} \vdash B}{\Gamma, \Gamma^{\prime} \vdash A \multimap B}(\mathrm{R} \multimap)
\end{gathered}
$$

$$
\begin{array}{ccccc}
\text { Left implication } & \pi_{1} & \pi_{2} & & R\left(\pi_{1}\right)
\end{array}
$$

| Exchange | $\pi$ |  |
| :---: | :---: | :---: |
| $\vdots$ | $\xrightarrow{R}$ | $\vdots$ |
|  | $\frac{\Gamma, A, B, \Gamma^{\prime} \vdash C}{\Gamma, B, A, \Gamma^{\prime} \vdash C}(\mathrm{ex})$ |  |
|  | $\frac{\vdash \neg \Gamma, \neg A, \neg B, \neg \Gamma^{\prime}, C}{\vdash \neg \Gamma, \neg B, \neg A, \neg \Gamma^{\prime}, C}(\mathrm{ex})$ |  |

It is easy to see that the following diagram commutes.


Lemma 1.0.14. The map $R$ is injective.
Proof. By inspection of the defining rules of $R$.
Lemma 1.0.15. The map $R$ is not surjective.
Proof. There is no proof $\pi$ in $\Pi$ such that $R(\pi)$ is the following, where $X$ is atomic.

$$
\overline{\vdash X, \neg X}(\mathrm{ax})
$$

In Section 2 we will see what the image of the map $T$ is.
Remark 1.0.16. Neither of the maps $T, S$ are injective. By definition of proof nets, the map $T$ is surjective. The image of $S$ is the set of multiplicative, intuitionistic proof nets. These will not be considered again in these notes, but it would be interesting to find a correctness criterion for intuitionistic proof nets similar to the long trip condition for multiplicative proof nets (Section 2).

## 2 The Sequentialisation Theorem

As already mentioned, logic navigates the space of arguments and picks out the correct ones. The Sequentialisation Theorem 2.0 .17 formalises this by finding an algorithmic method for determining whether a proof structure is in fact a proof net. That is, whether a proof structure comes from a sequent style proof or not. The Sequentialisation Theorem was first proved by Girard in [1]. The proof here follows the argument there but with some (mostly insignificant) changes and many extra details filled in.

Definition 2.0.1. Let $\pi$ be a proof structure and denote the set of tensor and par links of $\pi$ by $\operatorname{Link}_{\otimes, 8} \pi$ (or simply Link $\pi$ ). A switching of $\pi$ is a function

$$
\begin{equation*}
S: \operatorname{Link} \pi \longrightarrow\{L, R\} \tag{12}
\end{equation*}
$$

A switching of a particular link $l$ is a choice of $L, R$ associated to $l$.

Definition 2.0.2. Let $\pi$ be a proof structure. Let $\mathcal{O}(\pi)$ denote the set of occurrences of formulas in $\pi$ (Definition 1.0.9). We consider two disjoint copies of this set

$$
\begin{equation*}
\mathcal{U}(\pi):=\mathcal{O}(\pi) \coprod \mathcal{O}(\pi) \tag{13}
\end{equation*}
$$

where elements from the first copy are the up elements, and elements from the second copy are the down elements. We write $\uparrow A$ for the up element corresponding to an occurrence of a formula $A$ in $\pi$, and $A \downarrow$ for the down element. Given a switching $S$ of $\pi$, a pretrip of $\pi$ with respect to $S$ is a finite sequence $\left(x_{1}, \ldots, x_{n}\right)$ of elements of $\mathcal{U}(\pi)$ satisfying the following.

1. The sequence is a loop, that is, $x_{1}=x_{n}$, and all elements (except the first and the last) are distinct.
2. If $x_{j}=A \downarrow$ and $A$ is part of a conclusion link, then $x_{j+1}=\uparrow A$, corresponding to the same conclusion link.
3. If $x_{j}=\uparrow A$ and $A$ is part of an axiom link then $x_{j+1}=\neg A \downarrow$, corresponding to the other conclusion of the axiom link.
4. If $x_{j}=A \downarrow$ and $A$ is part of a cut link then $x_{j+1}=\uparrow \neg A$, corresponding to the other premise of the cut link.
5. For any tensor link $l$ with premises $A, B$ such that $l$ has switching $L$, we have the following, where all formulas considered are part of the same tensor link:

- if $x_{j}=A \downarrow$ then $x_{j+1}=(A \otimes B) \downarrow$,
- if $x_{j}=\uparrow(A \otimes B)$ then $x_{j+1}=\uparrow B_{j}$,
- if $x_{j}=B \downarrow$ then $x_{j+1}=\uparrow A$.
and if $l$ has switching $R$, we have:
- if $x_{j}=A \downarrow$ then $x_{j+1}=\uparrow B$,
- if $x_{j}=\uparrow(A \otimes B)$ then $x_{j+1}=\uparrow A$,
- if $x_{j}=B \downarrow$ then $x_{j+1}=(A \otimes B) \downarrow$.
(see Figure 1)

6. for any par link $l$ with premises $A, B$ such that $l$ has switching $L$, we have, where all formulas considered are part of the same par link:

- if $x_{j}=\uparrow(A>B)$ then $x_{j+1}=\uparrow A$,
- if $x_{j}=A \downarrow$ then $x_{j+1}=(A \subset B) \downarrow$,
- if $x_{j}=B \downarrow$ then $x_{j+1}=\uparrow B$.
and if $l$ evaluates under $S$ to $R$, we have:
- if $x_{j}=A \downarrow$ then $x_{j+1}=\uparrow A$,
- if $x_{j}=\uparrow(A \not 又 B)$ then $x_{j+1}=\uparrow B$,
- if $x_{j}=B \downarrow$ then $x_{j+1}=(A \ngtr B) \downarrow$.
(see Figure 2)


Figure 1: Tensor link, $L$ switching, $R$ switching


Figure 2: Par link, $L$ switching, $R$ switching.

Definition 2.0.3. Let $\operatorname{Pre} \mathcal{T}(\pi, S)$ denote the set of all pretrips of $\pi$ with respect to $S$. We define an equivalence relation $\sim$ on this set where two pretrips $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(y_{1}, \ldots, y_{m}\right)$ are equivalent if $n=m$, and there exists an integer $k$ such that $x_{i+k}=y_{i}($ where $i+k$ means $i+k \bmod n)$ for all $i=1, \ldots, n$.

A trip of $\pi$ with respect to $S$ is an equivalence class of pretrips. We denote the set of all trips by $\mathcal{T}(\pi, S)$. If the set $\mathcal{T}(\pi, S)$ admits more than one element, these elements are called short trips, and if it admits only one element, this element is the long trip. We refer to the statement "for all switchings $S$, the set $\mathcal{T}(\pi, S)$ contains exactly one element" as the long trip condition.

A short pretrip is a choice of representative for a short trip, and a long pretrip is a choice of representatitive of a long trip.

Given a proof structure $\pi$ satisfying the long trip condition and a tensor link $l$ with premises $A, B$ say, let $S$ be a switching of $\pi$ and $t:=\left(x_{1}, \ldots, x_{n}\right)$ be the long pretrip of $\pi$ satisfying $x_{1}=A \downarrow$. Since $\pi$ satisfies the long trip condition, it must be the case that $\uparrow(A \otimes B)$ and $B \downarrow$ occur somewhere in $t$. Can we determine which occurs earlier? Let $m, l>0$ be such that $x_{m}=\uparrow(A \otimes B), x_{l}=B \downarrow$ and assume $l<m$. Say $S(\tau)=L$, then $t$ has the shape

$$
\begin{equation*}
(A \downarrow,(A \otimes B) \downarrow, \ldots, B \downarrow, \uparrow A, \ldots, \uparrow(A \otimes B), \uparrow B, \ldots, A \downarrow) \tag{14}
\end{equation*}
$$

Now consider the switching given by

$$
\hat{S}(\sigma)= \begin{cases}S(\sigma), & \sigma \neq \tau \\ R, & \sigma=\tau\end{cases}
$$

Then (14) becomes:

$$
\begin{equation*}
(A \downarrow, \uparrow B, \ldots, A \downarrow) \tag{15}
\end{equation*}
$$

which is a short pretrip, contradicting the assumption that $\pi$ satisfies the long trip condition. Thus $m<l$. We have proven (the first half) of the following.

Lemma 2.0.4. Let $\pi$ be a proof structure satisfying the long trip condition, $l$ be a tensor link with premises $A, B$ say, $S$ be a switching of $\pi$ and $\left(x_{1}, \ldots, x_{n}\right)$ the long pretrip satisfying $x_{1}=A \downarrow$. If $m, l>0$ are such that $x_{m}=\uparrow(A \otimes B), x_{l}=B \downarrow$, then:

- if $S(\tau)=L$ then $m<l$,
- if $S(\tau)=R$ then $l<m$.

The proof of the other half is similar to what has already been written, however since Lemma 2.0 .4 contradicts [1, Lemma 2.9.1] we write out the details here:

Proof. Say $m<l$, then $t$ has the shape

$$
\begin{equation*}
(A \downarrow, \uparrow B, \ldots, \uparrow(A \otimes B), \uparrow A, \ldots, B \downarrow,(A \otimes B) \downarrow, \ldots, A \downarrow) \tag{16}
\end{equation*}
$$

Now consider the switching given by

$$
S^{\prime}(\sigma)= \begin{cases}S(\sigma), & \sigma \neq \tau \\ L, & \sigma=\tau\end{cases}
$$

Then (16) becomes:

$$
\begin{equation*}
(A \downarrow,(A \otimes B) \downarrow, \ldots, A \downarrow) \tag{17}
\end{equation*}
$$

which is a short pretrip.
Lemma 2.0.5. Let $\pi$ be a proof structure satisfying the long trip condition, $l$ be a par link with premises $A, B$ say, $S$ be a switching of $\pi$ and $\left(x_{1}, \ldots, x_{n}\right)$ be the long pretrip satisfying $x_{1}=A \downarrow$. If $m, l>0$ are such that $x_{m}=\uparrow(A \times B), x_{l}=B \downarrow$, then

- if $S(\tau)=L$ then $m<l$,
- if $S(\tau)=R$ then $l<m$

Remark 2.0.6. Lemma 2.0.4 gives a nice interpretation of Lemma 2.0.4 that long trips return to where they left at each tensor link.

The situation is a bit different for par links; the relevant slogan is long trips visit the premises before returning to the conclusion.

Say $\pi$ satisfies the long trip condition and moreover $\pi$ admits a tensor link $l$ (with premises $A, B$ say) such that if $l$ is removed, the resulting proof structure consists of two disjoint proof structures $\pi_{1}, \pi_{2}$ each satisfying the long trip condition. It is necessarily the case that any pretrip $\rho$ of $\pi$ starting at $\uparrow A$ visits the entirety of $\mathcal{U}\left(\pi_{1}\right)$ before returning to the tensor link $l$, lest $\pi_{1}$ admit a short trip. Moreover, it must be the case that $\sigma$ admits no occurrence of formulas in $\pi_{2}$ lest the result of removing the tensor link $l$ not result in disjoint proof structures. Thus, if such a link $l$ exists, it is maximal in the sense that there is no other tensor link $l^{\prime}$ where a pretrip starting at a premise of $l^{\prime}$ contains the entirety of any pretrip starting at $A$. Most of the remainder of this Section will amount to proving the converse, that any such maximal tensor link "splits" $\pi$. This is the splitting lemma of [1]. We then conclude with the Sequentialisation Theorem (Theorem 2.0.17).

Definition 2.0.7. Let $\pi$ be a proof structure satisfying the long trip condition, $S$ a switching of $\pi$, and $A$ an occurrence of a formula in $\pi$. Consider the long pretrip $\left(x_{1}, \ldots, x_{n}\right)$ satisfying $x_{1}=\uparrow A$. We denote by

$$
\begin{equation*}
\operatorname{PTrip}(\pi, S, A, \uparrow) \tag{18}
\end{equation*}
$$

the subsequence $\left(x_{1}, \ldots, x_{m}\right)$ of $\left(x_{1}, \ldots, x_{n}\right)$ satisfying $x_{m}=A \downarrow$. We define

$$
\begin{equation*}
\operatorname{PTrip}(\pi, S, A, \downarrow) \tag{19}
\end{equation*}
$$

similarly.
Also, for $a \in\{\uparrow, \downarrow\}$ we define the following set

$$
\begin{equation*}
\operatorname{Visit}_{S}(A, a):=\{C \in \mathcal{O}(\pi) \mid \uparrow C, C \downarrow \text { occur in } \operatorname{PTrip}(\pi, S, A, a)\} \tag{20}
\end{equation*}
$$

The up empire of $A$ is the following set:
$\operatorname{Emp}_{\uparrow} A:=\{C \in \mathcal{O}(\pi) \mid$ For all switchings $S$ we have $\uparrow C, C \downarrow \operatorname{occur}$ in $\operatorname{PTrip}(\pi, S, A, \uparrow)\}$
The down empire of $A$ is defined symmetrically.
One point of difference between the proof presented here and the original proof [1] is that Girard did not consider down empires, and instead only considered up empires. At the time of writing, the current author does not see how to avoid down empires, and believes the proof in [1] is too turse to extract a rigorous proof which avoids them.

With the new terminology, we now have some corollaries of Lemmas 2.0.4 and 2.0.5:
Corollary 2.0.8. Let $\pi$ be a proof structure satisfying the long trip condition, and let $S$ be a switching of $\pi$, for a formula $A$ and $a \in\{\uparrow, \downarrow\}$, denote $\operatorname{PTrip}(\pi, S, A, a)$ by $\operatorname{PTrip}(A, a)$ :

1. if $A$ is part of an axiom link then

$$
\begin{equation*}
\operatorname{PTrip}(A, \uparrow)=\uparrow A, \operatorname{PTrip}(\neg A, \downarrow), A \downarrow \tag{22}
\end{equation*}
$$

2. if $l$ is a tensor link with conclusion $A \otimes B$ :
(a) if $S(l)=L$ :

$$
\begin{gather*}
\operatorname{Ptrip}(A, \downarrow)=A \downarrow, \mathrm{PTrip}(A \otimes B, \downarrow), \mathrm{PTrip}(B, \uparrow), \uparrow A  \tag{23}\\
\operatorname{PTrip}(B, \downarrow)=B \downarrow, \mathrm{PTrip}(A, \uparrow), \mathrm{P} \operatorname{Trip}(A \otimes B, \downarrow), \uparrow B  \tag{24}\\
\operatorname{PTrip}(A \otimes B, \uparrow)=\uparrow A \otimes B, \mathrm{P} \operatorname{Trip}(B, \uparrow), \mathrm{PTrip}(A, \uparrow), A \otimes B \downarrow \tag{25}
\end{gather*}
$$

(b) if $S(l)=R$ :

$$
\begin{gather*}
\mathrm{P} \operatorname{Trip}(A, \downarrow)=A \downarrow, \mathrm{P} \operatorname{Trip}(B, \uparrow), \mathrm{P} \operatorname{Trip}(A \otimes B, \downarrow), \uparrow A  \tag{26}\\
\mathrm{P} \operatorname{Trip}(B, \downarrow)=B \downarrow, \mathrm{P} \operatorname{Trip}(A \otimes B, \downarrow), \operatorname{PTrip}(A, \uparrow), \uparrow B  \tag{27}\\
\mathrm{PTrip}(A \otimes B, \uparrow)=\uparrow A \otimes B, \mathrm{P} \operatorname{Trip}(A, \uparrow), \mathrm{P} \operatorname{Trip}(B, \uparrow), A \otimes B \downarrow \tag{28}
\end{gather*}
$$

3. if $A$ is a premise of a par link $l$ with conclusion $A 8 B$ :
(a) if $S(l)=L$ :

$$
\begin{gather*}
\operatorname{PTrip}(A, \downarrow)=A \downarrow, \operatorname{PTrip}(A \ngtr B, \downarrow), \uparrow A  \tag{29}\\
\operatorname{PTrip}(B, \downarrow)=B \downarrow, \uparrow B  \tag{30}\\
\operatorname{PTrip}(A \ngtr B, \uparrow)=\uparrow A \ngtr B, \operatorname{PTrip}(A, \uparrow), A \ngtr B \downarrow \tag{31}
\end{gather*}
$$

(b) if $S(l)=R$ :

$$
\begin{gather*}
\operatorname{PTrip}(A, \downarrow)=A \downarrow, \uparrow A  \tag{32}\\
\operatorname{PTrip}(B, \downarrow)=B \downarrow, \operatorname{PTrip}(A \curvearrowright B, \downarrow), \uparrow B  \tag{33}\\
\operatorname{PTrip}(A \odot B, \uparrow)=\uparrow A \odot B, \operatorname{PTrip}(B, \uparrow), A \curvearrowright B \downarrow \tag{34}
\end{gather*}
$$

In particular:
Corollary 2.0.9. For any formula $A$ which is a premise to either a tensor or par link, and any $a \in\{\uparrow, \downarrow\}$, we have:

$$
\uparrow C \text { occurs in } \operatorname{PTrip}(\pi, S, A, \uparrow) \quad \text { if and only if } \quad C \downarrow \text { occurs in } \operatorname{PTrip}(\pi, S, A, \downarrow)
$$

and similarly for $\operatorname{PTrip}(\pi, S, A, \downarrow)$.
Proof. By induction on the length of the sequence $\operatorname{PTrip}(\pi, S, A, a)$ and appealing to Corollary 2.0.8.
Corollary 2.0.10. Let $\pi$ be a proof structure satisfying the long trip condition, we have the following.

1. For any axiom link with conclusions $A, \neg A$ :

$$
\begin{equation*}
\operatorname{Emp}_{\uparrow} A=\operatorname{Emp}_{\downarrow}(\neg A) \cup\{A\} \tag{35}
\end{equation*}
$$

2. For any cut link with premises $A, \neg A$ :

$$
\begin{equation*}
\operatorname{Emp}_{\downarrow} A=\operatorname{Emp}_{\uparrow}(\neg A) \cup\{A\} \tag{36}
\end{equation*}
$$

3. For any tensor link with premises $A, B$ :

$$
\begin{equation*}
\operatorname{Emp}_{\uparrow} A \cap \operatorname{Emp}_{\uparrow} B=\varnothing \tag{37}
\end{equation*}
$$

4. For any tensor or par link with premises $A, B$ and conclusion $C$ :

$$
\begin{equation*}
\operatorname{Emp}_{\uparrow} C=\operatorname{Emp}_{\uparrow} A \cup \operatorname{Emp}_{\uparrow} B \cup\{C\} \tag{38}
\end{equation*}
$$

5. For any tensor link with premises $A, B$ :

$$
\begin{equation*}
\operatorname{Emp}_{\downarrow} B=\operatorname{Emp}_{\uparrow} A \cup \operatorname{Emp}_{\downarrow}(A \otimes B) \cup\{B\} \tag{39}
\end{equation*}
$$

and similarly:

$$
\begin{equation*}
\operatorname{Emp}_{\downarrow} A=\operatorname{Emp}_{\uparrow} B \cup \operatorname{Emp}_{\downarrow}(A \otimes B) \cup\{A\} \tag{40}
\end{equation*}
$$

Definition 2.0.11. Given any link $l$ we write $B \in l$ if $B$ occurs as either a premise or a conclusion of $l$.
Let $\pi$ be a proof structure satisfying the long trip condition, and $a \in\{\uparrow, \downarrow\}$. The set of links of $A$ with respect to $S$ is the set

$$
\begin{equation*}
\operatorname{Link}_{a} A:=\left\{l \in \operatorname{Link} \pi \mid \forall B \in l, B \in \operatorname{Emp}_{a} A\right\} \tag{41}
\end{equation*}
$$

Definition 2.0.12. Let $\pi$ be a proof structure satisfying the long trip condition and let $a \in\{\uparrow, \downarrow\}$. Define the set

$$
\begin{equation*}
\operatorname{Link}_{\mathcal{\gamma}, a}^{0} A:=\left\{l \in \operatorname{Link} \pi \mid \text { Exactly one premise of } l \text { is in } \operatorname{Emp}_{a} A\right\} \tag{42}
\end{equation*}
$$

Lemma 2.0.13 (Realisation Lemma). Let $\pi$ be a cut-free proof structure satisfying the long trip condition, let $a \in\{\uparrow, \downarrow\}$ and $A$ an occurrence of a formula in $\pi$. Define the following function:

$$
\begin{aligned}
S: \operatorname{Link}_{>, a}^{0} A & \longrightarrow L, R\} \\
l & \longmapsto \begin{cases}L, & \text { if the right premise of } l \text { is in } \operatorname{Emp}_{a} A \\
R, & \text { if the left premise of } l \text { is in } \operatorname{Emp}_{a} A\end{cases}
\end{aligned}
$$

and extend this to a switching $\hat{S}: \operatorname{Link} \pi \longrightarrow\{L, R\}$ arbitrarily. Then

$$
\begin{equation*}
\operatorname{Emp}_{a} A=\operatorname{Visit}_{\hat{S}}(A, a) \tag{43}
\end{equation*}
$$

Proof. We proceed by induction on the size $\left|\operatorname{Link}_{a}(A)\right|$ of the set $\operatorname{Link}_{a}(A)$. For the base case, assume $\left|\operatorname{Link}_{a}(A)\right|=0$. The formula $A$ is part of an axiom link and so $\operatorname{Emp}_{\uparrow} A=A, \sim A$ and $\operatorname{Emp}_{\downarrow} A=A$, the result follows easily.

Now assume that $\left|\operatorname{Link}_{a} A\right|=n>0$ and the result holds for any formula $B$ such that $\left|\operatorname{Link}_{a} B\right|<n$. First say $a=\uparrow$, and $A$ is a conclusion of either a tensor or a par link

where $\boxtimes \in\{\otimes, \mathcal{Y}\}$ and $A=A_{1} \otimes A_{2}$ or $A=A_{1} \ngtr A_{2}$. By (4) we have

$$
\begin{aligned}
\operatorname{Emp}_{\uparrow} A & =\operatorname{Emp}_{\uparrow} A_{1} \cup \operatorname{Emp}_{\uparrow} A_{2} \cup\{A\} \\
& =\operatorname{Visit}_{\hat{S}}\left(A_{1}, \uparrow\right) \cup \operatorname{Visit}_{S}\left(A_{2}, \uparrow\right) \cup\{A\} \\
& =\operatorname{Visit}_{\hat{S}}(A, \uparrow)
\end{aligned}
$$

where the second equality follows from the inductive hypothesis.
Assume $A$ is part of an axiom link. By (1)

$$
\begin{equation*}
\operatorname{Emp}_{\uparrow} A=\operatorname{Emp}_{\downarrow}(\neg A) \cup\{A\} \tag{44}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|\operatorname{Link}_{\uparrow} A\right|=\left|\operatorname{Link}_{\downarrow}(\neg A)\right| \tag{45}
\end{equation*}
$$

Since $\left|\operatorname{Link}_{\downarrow}(\sim A)\right|>0$ we necessarily have that $\sim A$ is not a conclusion. Thus, since $\pi$ is cut-free, $A$ is connected to an occurrence $\sim A$ which is a premise to either a tensor link or a par link. In the case of the former, we have:

then by (5):

$$
\begin{aligned}
\operatorname{Emp}_{\downarrow}(\neg A) & =\operatorname{Emp}_{\uparrow} C \cup \operatorname{Emp}_{\downarrow}(C \otimes \neg A) \cup\{\neg A\} \\
& =\operatorname{Visit}_{\hat{S}}(C, \uparrow) \cup \operatorname{Visit}_{\hat{S}}(C \otimes \neg A, \downarrow) \cup\{\neg A\} \\
& =\operatorname{Visit}_{\hat{S}}(\neg A, \downarrow)
\end{aligned}
$$

where the second equality follows from the inductive hypothesis.

If $\sim A$ is a premise of a par link

then by construction of $\hat{S}$, where we use the specific definition of $S$ for the first time,

$$
\begin{aligned}
\operatorname{Emp}_{\downarrow}(\neg A) & =\{\neg A\} \\
& =\operatorname{Visit}_{\hat{S}}(\neg A, \downarrow)
\end{aligned}
$$

The case when $a=\downarrow$ is exactly similar and so we omit the proof.
Definition 2.0.14. A tensor or par link is terminal if it is a conclusion.
Corollary 2.0.15. Let $\pi$ be a cut-free proof structure satisfying the long trip condition. Let

be a terminal tensor link of $\pi$. Then $\pi$ admits a par link

such that either $C \in \operatorname{Emp}_{\uparrow} A$ and $D \in \operatorname{Emp}_{\uparrow} B$ or $C \in \operatorname{Emp}_{\uparrow} B$ and $D \in \operatorname{Emp}_{\uparrow} A$ if and only if for any switching $S$ of $\pi$ we have that either

$$
\operatorname{Emp}_{\uparrow} A \subsetneq \operatorname{Visit}_{S}(A, \uparrow) \quad \text { or } \quad \operatorname{Emp}_{\uparrow} B \subsetneq \operatorname{Visit}_{S}(B, \uparrow)
$$

Proof. Say $\pi$ admitted $l^{\prime}$ and $C \in \operatorname{Emp}_{\uparrow} A$ and $D \in \operatorname{Emp}_{\uparrow} B$. If the switching $S$ is such that $S(l)=L$ then $C \ngtr D \in \operatorname{Visit}_{S}(B) \backslash \operatorname{Emp}_{\uparrow} B$ and if $S(\tau)=R$ then $C \ngtr D \in \operatorname{Visit}_{S}(A) \backslash \operatorname{Emp}_{\uparrow} A$. The other case is similar.

Conversely, say $\pi$ admits no such par link $l^{\prime}$, that is, assume

$$
\begin{equation*}
\operatorname{Link}_{\not 又 \uparrow}^{0}(A) \cap \operatorname{Link}_{\not 又, \uparrow}^{0}(B)=\varnothing \tag{46}
\end{equation*}
$$

Then there is by Lemma 2.0.13 a well defined function

$$
S: \operatorname{Link}_{\ngtr \gamma, \uparrow}^{0}(A) \cup \operatorname{Link}_{\ngtr, \uparrow}^{0}(B) \longrightarrow\{L, R\}
$$

which extends to a switching $\hat{S}$ such that

$$
\begin{equation*}
\operatorname{Emp}_{\uparrow} A=\operatorname{Visit}_{\hat{S}}(A, \uparrow) \quad \text { and } \quad \operatorname{Emp}_{\uparrow} B=\operatorname{Visit}_{\hat{S}}(B, \uparrow) \tag{47}
\end{equation*}
$$

Lemma 2.0.16 (Separation Lemma). A cut-free proof structure $\pi$ satisfying the long trip condition, with only tensor links amongst its conclusions admits a tensor link

satisfying

$$
\begin{equation*}
\mathcal{O}(\pi)=\operatorname{Emp}_{\uparrow} A \cup \operatorname{Emp}_{\uparrow} B \cup\{A \otimes B\} \tag{48}
\end{equation*}
$$

Moreover, removing $A \otimes B$ results in a disconnected graph with each component a proof structure satisfying the long trip condition.

Proof. Consider the set of tensor $\operatorname{links}^{\operatorname{Link}}{ }_{\otimes}(\pi)$ of $\pi$. We endow this with the following partial order $\leq$ : a pair of links:

are such that $l^{\prime} \leq l^{\prime \prime}$ if $\operatorname{Emp}_{\uparrow} A \cup \operatorname{Emp}_{\uparrow} B \subseteq \operatorname{Emp}_{\uparrow} C \cup \operatorname{Emp}_{\uparrow} D$. Let $l$ (with conclusion $A \otimes B$ say) be a tensor link maximal with respect to $\leq$. We show that $l$ satisfies the required property.

Say $\mathcal{O}(\pi) \neq \mathrm{Emp}_{\uparrow} A \cup \operatorname{Emp}_{\uparrow} B \cup\{A \otimes B\}$. Then by Lemma 2.0.15 there exists a par link

such that either $C \in \operatorname{Emp}_{\uparrow} A$ and $D \in \operatorname{Emp}_{\uparrow} B$ or $C \in \operatorname{Emp}_{\uparrow} B$ and $D \in \operatorname{Emp}_{\uparrow} A$. We show the proof in the case of the former. Since $\pi$ admits no terminal par links, the unique maximal length directed path of $\pi$ beginning at the node $\mathcal{P}$ of $l^{\prime}$ terminates at an edge labelled $E \otimes F$, for some $E, F$.


Notice that if $l^{\prime \prime}=l$, then either $C \ngtr D \in \operatorname{Emp}_{\uparrow} A$ or $C \ngtr D \in \operatorname{Emp}_{\uparrow} B$ which in either case implies $\operatorname{Emp}_{\uparrow} A \cap \mathrm{Emp}_{\uparrow} B \neq \varnothing$, contradicting Corollary 2.0.10, 3, and so $l^{\prime \prime} \neq l$. Without any loss of generality, assume that $l^{\prime}$ sits above $F$. The situation looks as follows.


Let $S$ be a switching of $\pi$ so that $\operatorname{Emp}_{\uparrow} F=\operatorname{Visit}_{S}(F, \uparrow)$ and so that $S\left(l^{\prime}\right)=L$, which exists by Lemma 2.0.15. Let $t=\left(x_{1}, \ldots, x_{n}\right)$ be the long pretrip of $\pi$ with respect to $S$ satisfying $x_{1}=F \uparrow$. We have by Lemma 2.0.5 that $t$ takes the following shape:

$$
\begin{equation*}
\uparrow F, \ldots, \uparrow(C \ngtr D), \uparrow C, \ldots, D \downarrow, \uparrow D, \ldots, C \downarrow,(C \ngtr D) \downarrow, \ldots, F \downarrow, \ldots \tag{49}
\end{equation*}
$$

We have that $D \in \operatorname{Emp}_{\uparrow} B$ so for simplicity, rewrite 49) as $t^{\prime}=\left(x_{1+k}, \ldots, x_{n+k}\right)$ for some $k>0$ (where $i+k$ means $i+k \bmod n$ ) so that $\uparrow B$ occurs to the left of $D \downarrow$ and $B \downarrow$ occurring to the right of $\uparrow D$. We have that $C \notin \mathrm{Emp}_{\uparrow} B$ and so by Corollary 2.0.9.

$$
\begin{equation*}
\uparrow B \text { occurrs in } \uparrow C, \ldots, D \downarrow \text { and } B \downarrow \text { occurrs in } \uparrow D, \ldots, C \downarrow \tag{50}
\end{equation*}
$$

However, this implies that $B \in \operatorname{Visit}_{S}(F, \uparrow)$ which by Lemma 2.0 .13 implies $B \in \operatorname{Emp}_{\uparrow} F$.
By reversing the switching of $l^{\prime}$ we can similarly show that $A \in \mathrm{Emp}_{\uparrow} F$, contradicting the maximality of $l$. This proves the first claim.

For the second claim, since $\mathcal{O}(\pi)=\operatorname{Emp}_{\uparrow} A \cup \operatorname{Emp}_{\uparrow} B \cup\{A \otimes B\}$ we have by Lemma 2.0.15 that

$$
\begin{equation*}
\operatorname{Link}_{\mathcal{X}, \uparrow}^{0}(A \otimes B)=\varnothing \tag{51}
\end{equation*}
$$

and we saw in the proof of Lemma 2.0 .13 that a switching $S$ which realises $\operatorname{Emp}_{\uparrow} A$ is given by setting all switchings arbitrarily except for those in $\operatorname{Link}_{\mathcal{\gamma}, \uparrow}^{0}(A \otimes B)$. This means that for any switching $S$ of $\pi$ :

$$
\begin{equation*}
\operatorname{Visit}_{S}(A, \uparrow)=\operatorname{Emp}_{\uparrow} A \quad \text { and } \quad \operatorname{Visit}_{S}(B, \uparrow)=\operatorname{Emp}_{\uparrow} B \tag{52}
\end{equation*}
$$

which is to say the two subproof structures given by removing $A \otimes B$ never admit a short trip, that is, they each satisfy the long trip condition.

Theorem 2.0.17 (The Sequentialisation Theorem). A proof structure $\pi$ (possibly with cuts) satisfies the long trip condition if and only $\pi$ is a proof net.

Proof. First assume that $\pi$ is cut-free.
We proceed by induction on the size $|\operatorname{Link} \pi|$ of the set $\operatorname{Link} \pi$. If there this is zero then $\pi$ consists of a single axiom link and so the result is clear.

For the inductive step, we consider two cases, first say $\pi$ admits a par link for a conclusion. Then removing this par link clearly results in two cut-free subproof structures satsifying the long trip condition and so the result follows from the inductive hypothesis. If no such terminal par link exists, then by the Separation Lemma there exists some tensor link in the conclusion for which we can remove and apply the inductive hypothesis.

Now say that $\pi$ contained cuts. We replace each cut with a tensor link to create a new proof $\zeta$. That there exists a proof $\Xi$ which maps to $\zeta$ follows from the part of the result proved already as $\zeta$ is cut-free. We adapt $\Xi$ appropriately by replacing $\otimes$-rules by cut-rules and we are done.

## 3 The dynamics of MLL

Linear logic is a dynamic system, in that it involves a proof re-write procedure. This procedure is the cut-elimination process and constitutes the content of this section.

Definition 3.0.1. A subgraph of a proof structure $\pi$ of one of the following forms is an $a$-redex.


A subgraph of a proof structure of the following form is an $m$-redex.


Definition 3.0.2. Multiplicative linear logic proof structures come equipped with three reduction rules, these reduction rules apply to proofs which admit either an $a$-redex or an $m$-redex. More precisely, given a multiplicative linear logic proof structure $\pi$ admitting an $a$-redex $\zeta$ of the form given on the left in (55), the reduction of $\pi$ is the proof $\pi^{\prime}$ given by replacing the subgraph $\zeta$ in $\pi$ by what is displayed on the right in (55). Similarly for if $\pi$ admits an $a$-redex of the form given on the left of (56) or if $\pi$ admits an $m$-redex.


A reduction is a pair of proof structures $\left(\pi, \pi^{\prime}\right)$ where $\pi^{\prime}$ is the result of applying one of the reduction rules just described to $\pi$. We write $\pi \longrightarrow{ }_{(\mathrm{cut})} \pi^{\prime}$ when $\left(\pi, \pi^{\prime}\right)$ is a reduction.

Proposition 3.0.3 (Church-Rosser/confluence). If $\pi_{1}$ is a proof structure and $\pi_{1} \longrightarrow_{\mathrm{cut}} \pi_{2}, \pi_{1} \longrightarrow_{\mathrm{cut}} \pi_{3}$ then there exists a proof structure $\pi_{4}$ such that $\pi_{2} \longrightarrow_{\text {cut }} \pi_{4}, \pi_{3} \longrightarrow_{\text {cut }} \pi_{4}$.

Proof sketch. The key observation is that reducing any redex in a proof does not eliminate any other redex.

Definition 3.0.4. Let $\pi$ be a proof net possibly containing cut links. A reduction sequence is a sequence

$$
\begin{equation*}
\pi=\pi_{0} \longrightarrow_{\mathrm{cut}} \pi_{1} \longrightarrow_{\mathrm{cut}} \ldots \longrightarrow_{\mathrm{cut}} \pi_{n} \tag{58}
\end{equation*}
$$

with $\pi_{n}$ cut-free.
Lemma 3.0.5. Every proof net $\pi$ admits a reduction sequence.
Proof. Given a cut link $l$ with premises $\neg A, A$ say, the complexity of $l, c(l)$ is the sum of the number of occurrences of $\otimes$ and the number of occurrences of $\mathcal{P}$ in $A$. We proceed by induction on the maximum of the complexities of all cut links in $\pi$.

Say this maximum is 0 . Then all cut-links have the shape of either (55) or (56). We can reduce these redexes (in any order) to deduce the result.

Now say the maximum is $n>0$. We then apply (57) to all cut links of complexity $n$ (in any order) to obtain a new proof structure $\zeta$. We wish to use the inductive hypothesis on $\zeta$ but we must make sure that $\zeta$ satisfies the longtrip condition. This follows easily by considering the contrapositive: any pretrip (long or short) of $\zeta$ appears as a subsequent of some pretrip of $\pi$, so if $\zeta$ admits a short trip so does $\pi$. We can now apply the inductive hypothesis and we are done.

Definition 3.0.6. Let Red $\pi$ denote the set of all reduction sequences of $\pi$. The length $l(\underline{x})$ of a reduction sequence $\underline{x} \in \operatorname{Red} \pi$ is the length of the sequence $\underline{x}$.

Corollary 3.0.7. The length of a reduction path is independent of the choice of reduction path.
Proof. The proof is purely geometric. Let

$$
\begin{equation*}
\underline{x}:=\left(\pi=\pi_{1} \longrightarrow_{\mathrm{cut}} \cdots \longrightarrow_{\mathrm{cut}} \pi_{n}\right) \tag{59}
\end{equation*}
$$

be the reduction path described by Lemma 3.0.5 and let

$$
\begin{equation*}
\underline{y}:=\left(\pi=\zeta_{0} \longrightarrow_{\mathrm{cut}} \cdots \longrightarrow_{\mathrm{cut}} \zeta_{n}\right) \tag{60}
\end{equation*}
$$

be any other reduction sequence. By Lemma 3.0 .3 we have $\pi_{n}=\zeta_{n}$. Also using 3.0.3, the pair of reduction paths can be completed to some grid defined by a subset of $\mathbb{N} \times \mathbb{N}$. All paths $p$ consisting of only upwards steps or right steps such that $p$ is bound to this grid have the same length and so $l(\underline{x})=l(\underline{y})$.

Definition 3.0.8. The proof of Corollary 3.0 .7 shows that every reduction path of a proof net $\pi$ leads to the same cut-free proof $\zeta$. We call $\zeta$ the normal form of $\pi$.

Definition 3.0.9. A pair of proof nets $\left(\pi, \pi^{\prime}\right)$ where $\pi^{\prime}$ is obtained from $\pi$ via replacing some subgraph of $\pi$ of the form on the left of (61) is an $\eta$-expansion. We write $\pi \longrightarrow_{\eta} \pi^{\prime}$. An $\eta$-increx is a subgraph of a proof structure of the form given on the left of (61).


Lemma 3.0.10. If $\pi \longrightarrow_{\eta} \pi^{\prime}$ and $\pi \longrightarrow_{\eta} \pi^{\prime \prime}$ then there exists $\pi^{\prime \prime \prime}$ such that $\pi^{\prime} \longrightarrow_{\eta} \pi^{\prime \prime \prime}$ and $\pi^{\prime \prime} \longrightarrow_{\eta} \pi^{\prime \prime \prime}$. Proof. Any $\eta$-expansion does not alter any other $\eta$-increx.

Due to the finiteness of proof nets and their formulas, the process of choosing any $\eta$-increx and reducing it eventually termintates and results in a proof net with no $\eta$-increxes.
Corollary 3.0.11. The process of reducing all redexes in a proof net $\pi$ and then expanding all $\eta$-increx terminates and results in a cut-free proof net where all conclusions of all axiom links are atomic.
Definition 3.0.12. The result of applying process 3.0 .11 to a proof net $\pi$ is the super normal form of $\pi$.

## 4 Modelling the dynamics of MLL

The distinction between sense and reference, due to Frege [21], can crudely be explained as the means of description of an object vs the object itself. From this angle, it makes sense to ignore the distinction between two proofs which differ only by a series of cut-reduction steps (either forwards or backwards ones), as surely these two proofs do not differ in their reference. This is the denotational semantics program, in which two proofs $\pi, \pi^{\prime}$ which are cut-equivalent to each other are given the same interpretation $\llbracket \pi \rrbracket=\llbracket \pi^{\prime} \rrbracket$.

On the other hand, the Curry-Howard correspondence [22] and the Gentzen-Mints-Zucker Duality [18] relate the cut-elimination process to the dynamics of a system of computation ( $\beta$-reduction in the simply typed $\lambda$-calculus, in both cases). Thus, it makes sense also to look for models of logical systems where two cut equivalent proofs $\pi, \pi^{\prime}$ are not given the same interpretation, but instead there exists some relationship between the two $\llbracket \pi \rrbracket \longrightarrow \llbracket \pi^{\prime} \rrbracket$. This program is due to Girard and is referred to as the geometry of interaction [2], [3], 4], [5], [6], [7]. In this section, we introduce the first two of these models which he created. The reference for Geometry of Interaction Zero is [2] and the reference for Geometry of Interaction One is [3].

See the Introduction of [12] for more on the distinction between denotation semantics and Geometry of Interaction.

Knowledge of the second model does not require knowledge of the first as a prerequisite, however the relationship between the two approaches is articulated at the beginning of Section 4.3. Both sections require Definitions 4.0.1, 4.0.2, 4.0.4, and Lemma 4.0.3.
Definition 4.0.1. Let $\mathcal{F}$ denote the set of formulas (Definition 1.0.1), $\mathcal{A}$ the set of oriented atoms, and $\mathcal{A}^{*}=\bigcup_{n \geq 0} \mathcal{A}^{n}$ the set of sequences of oriented atoms of length $\geq 0$. We define an involution $r$ on $\mathcal{A}^{*}$ as follows:

$$
\begin{align*}
r: \mathcal{A}^{*} & \longrightarrow \mathcal{A}^{*}  \tag{62}\\
\left(\left(X_{1}, x_{1}\right), \ldots,\left(X_{n}, x_{n}\right)\right) & \longmapsto\left(\left(X_{n}, \bar{x}_{n}\right), \ldots,\left(X_{1}, \bar{x}_{1}\right)\right) \tag{63}
\end{align*}
$$

where $\overline{+}=-$ and $==+$.
For the empty string $\emptyset \in \mathcal{A}^{*}$ we define $r(\emptyset)=\emptyset$.
The set $\mathcal{A}^{*}$ is a monoid under concatenation $c: \mathcal{A}^{*} \times \mathcal{A}^{*} \longrightarrow \mathcal{A}^{*}$ with identity $\emptyset$.
Definition 4.0.2. We denote by $\otimes: \mathcal{F} \times \mathcal{F} \longrightarrow \mathcal{F}$ the function which maps a pair of formulas $(A, B)$ to the formula $A \otimes B$. Similarly, $\mathcal{P}: \mathcal{F} \times \mathcal{F} \longrightarrow \mathcal{F}$ denotes the function such that $\mathcal{P}(A, B)=A \times B$ and $\neg: \mathcal{F} \longrightarrow \mathcal{F}$ denotes the function such that $\neg(A)=\neg A$. We denote by inc $: \mathcal{A} \longrightarrow \mathcal{F}$ the map which sends an oriented atom $(X, x)$ to itself $(X, x)$, and lastly we denote by $\iota: \mathcal{A} \longrightarrow \mathcal{A}^{*}$ the function which maps an oriented atom $(X, x)$ to the sequence consisting only of $(X, x)$.
Lemma 4.0.3. There is a unique map $a: \mathcal{F} \longrightarrow \mathcal{A}^{*}$ making the following diagrams commute


Proof. Left to the reader.
Definition 4.0.4. Let $A$ be a formula. The sequence of oriented atoms of $A$ is $a(A)=\left(X_{1}, x_{1}\right), \ldots,\left(X_{n}, x_{n}\right)$ as defined by the previous lemma. The sequence of unoriented atoms of $A$ is $X_{1}, \ldots, X_{n}$ and the set of unoriented atoms of $A$ is the disjoint union $U_{A}=\left\{X_{1}\right\} \amalg \ldots \amalg\left\{X_{n}\right\}$. The set of unoriented atoms of a proof structure $\pi$ is the disjoint union $U_{\pi}=\coprod_{e \in E} U_{A_{e}}$ where $E$ is the set of edges of $\pi$, and $A_{e}$ is the formula labelling $e$.

### 4.1 Proofs as permutations

To model proofs as permutations upon a set which in turn depends on the proof at hand is originally due to Girard [2]. The paper [2] is expounded upon in [3] and so is often overlooked. The most important difference between the current presentation and that of [2] is that we use unoriented atoms (Definition 4.0.4).

Definition 4.1.1. Let $\pi$ be a proof net. Let $\mathcal{P}(\pi)$ denote the disjoint union of all the unoriented axioms of all formulas which are conclusions to axiom links in $\pi$.

Example 4.1.2. Let $\pi$ denote the following proof net, where $X, Y$ are atomic. For simplicity, we attach artificial labels to the occurrences of atomic formulas which are part of conclusions to axiom links in $\pi$. So, in the following example, for any integer $i$ and the notation $X_{i}$ simply means $(X,+)$ and $\neg X_{i}$ means ( $X,-$ ).


Then:

$$
\begin{align*}
\mathcal{P}(\pi) & =\coprod_{i=1}^{6}\{X\}  \tag{66}\\
& =\left\{X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right\} \tag{67}
\end{align*}
$$

Definition 4.1.3. Let $\pi$ be a proof net with axiom links $l_{1}, \ldots, l_{n}$ say. For each $i=1, \ldots, n$ the link $l_{i}$ defines a permutation $\tau_{l_{i}}$ on the set $\mathcal{P}(\pi)$ in the following way: if $l_{i}$ has conclusions $\neg A, A$ then the $j^{\text {th }}$ element of the sequence of unoriented atoms of $A$ is mapped via $\tau_{l_{i}}$ to the $j^{\text {th }}$ element of the sequence of unoriented atoms of $\neg A$. We define $\alpha_{\pi}$ to be the product of all these permutations.

$$
\begin{equation*}
\alpha_{\pi}:=\tau_{l_{1}} \ldots \tau_{l_{n}} \tag{68}
\end{equation*}
$$

We call this permutation the axiom link permutation associated to $\pi$.
We define more permutations on $\mathcal{P}(\pi)$. Recall the definitions of pretrips (Definition 2.0.7) and switchings (Definition 2.0.1). Let $S$ be a switching of $\pi$. For each unoriented axiom $X \in \mathcal{P}(\pi)$, corresponding to a formula $A$ say, let $\beta_{\pi}^{S}(X)$ denote the unoriented axiom corresponding to the first occurrence in $\operatorname{PTrip}(\pi, S, A, \downarrow)$ of the form $\uparrow B$ where $B$ is a formula labelling a conclusion of an axiom link in $\pi$.

The set of all permutations of the second form is denoted:

$$
\begin{equation*}
\Sigma(\pi):=\left\{\beta_{\pi}^{S} \mid S \text { is a switching of } \pi\right\} \tag{69}
\end{equation*}
$$

We will often denote elements of $\beta_{\pi}^{S} \in \Sigma(\pi)$ simply by $\beta$.
Example 4.1.4. Continuing with Example 4.1.2, and using the artificial labels we attributed to the atomic formulas of conclusions, we have

$$
\begin{equation*}
X_{1} \leftrightarrow X_{3}, \quad X_{2} \leftrightarrow X_{4}, \quad X_{5} \leftrightarrow X_{6} \tag{70}
\end{equation*}
$$

The set $\Sigma(\pi)$ is relatively trivial in this case, so we present a more interesting example.
Example 4.1.5. Let $\pi$ denote the following proof structure with tensor links labelled $l_{1}, l_{2}, l_{3}$ as displayed. The formula $A$ denotes $\neg X \otimes \neg X$.



Figure 3: The switching $S$ of Example 4.1.5

Consider first the switching $S\left(l_{1}\right)=S\left(l_{2}\right)=S\left(l_{3}\right)=L$. Then we have

$$
\begin{equation*}
\beta_{\pi}^{S}: X_{1} \mapsto X_{7} \mapsto X_{5} \mapsto X_{3} \mapsto X_{1}, \quad X_{i} \mapsto X_{i}, i=2,4,6,8 \tag{71}
\end{equation*}
$$

The other permutations are as follows.

$$
\begin{array}{ll}
X_{1} \mapsto X_{3} \mapsto X_{7} \mapsto X_{5} \mapsto X_{1}, & X_{i} \mapsto X_{i}, i=2,4,6,8 \\
X_{1} \mapsto X_{3} \mapsto X_{5} \mapsto X_{7} \mapsto X_{1}, & X_{i} \mapsto X_{i}, i=2,4,6,8 \\
X_{1} \mapsto X_{5} \mapsto X_{7} \mapsto X_{3} \mapsto X_{1}, & X_{i} \mapsto X_{i}, i=2,4,6,8
\end{array}
$$

We can now rephrase the longtrip condition of Section 2 in terms of permutations.
Proposition 4.1.6. Let $\pi$ be a proof structure, then $\pi$ is a proof net if and only if for all $\beta \in \Sigma(\pi)$ the permutation $\alpha_{\pi} \beta$ is cyclic.

If $\pi$ is a proof net admitting a single conclusion, then it is not the case that $\alpha_{\pi}$ uniquely determines this proof net. For instance, the following pair of proof nets admit the same axiom link permutations,
where $C$ denotes $(A \otimes B) \ngtr(\neg A \ngtr \neg B)$.


Proposition 4.1.7. Let $\pi$ be a cut-free proof net with only one conclusion, assume also that all conclusions of all axiom links are atomic. Then $\pi$ is determined uniquely by $\alpha_{\pi}$ and the conclusion A.

Proof. Let $A$ be the sole conclusion of $\pi$. Consider the typing tree of $A$, this is a binary tree with all leaves labelled by atomic propositions. The proof net $\pi$ is constructed from this by choosing axiom links, this choice of axiom links is determined by $\alpha_{\pi}$.

Corollary 4.1.8. Let $\pi$ be a cut-free proof net with conclusions $A_{1}, \ldots, A_{n}$, assume also that all conclusions of all axiom links are atomic. Then $\pi$ is determined uniquely by $\alpha_{\pi}$ and the conclusions $A_{1}, \ldots, A_{n}$.

Proof. Let $\pi_{1}, \pi_{2}$ be two such proof nets. Construct a new proof net $\pi_{1}^{\prime}$ from $\pi_{1}$ by creating par links (in any order) so that $\pi_{1}^{\prime}$ has a unique conclusion $A_{1} 8 \not \ldots 8 A_{n}$. Construct a new proof net $\pi_{2}^{\prime}$ in a similar way and make the same choices of par links made when $\pi_{1}^{\prime}$ was constructed. No axiom links were altered in this process, and so $\alpha_{\pi_{1}}=\alpha_{\pi_{1}^{\prime}}=\alpha_{\pi_{2}^{\prime}}=\alpha_{\pi_{2}}$. It follows from Proposition 4.1.7 that $\pi_{1}=\pi_{2}$.

## Example 4.1.9.



The proof net given by ignoring the dashed lines in $(72)$ corresponds to the permutation

$$
\begin{equation*}
X_{1} \leftrightarrow X_{2}, X_{3} \leftrightarrow X_{4} \tag{73}
\end{equation*}
$$

and that given by ignoring the axiom links and including the dashed lines is

$$
\begin{equation*}
X_{1} \leftrightarrow X_{4}, X_{2} \leftrightarrow X_{3} \tag{74}
\end{equation*}
$$

### 4.2 Geometry of Interaction Zero

We begin with the following crucial observation:
Lemma 4.2.1. Let $\pi$ be a proof structure such that every conclusion of every atom link is atomic. Assume there is a cut in $\pi$ with premises $A, \neg A$. Write

$$
\begin{equation*}
A:=X_{1} \boxtimes_{1} \ldots \boxtimes_{n-1} X_{n} \tag{75}
\end{equation*}
$$

where for each $i=1, \ldots, n-1$ we have $\boxtimes_{i} \in\{\otimes, \mathcal{P}\}$ and for each $i=1, \ldots, n$ we have that $X_{i}$ is atomic. Let $\zeta$ be a proof structure equivalent to $\pi$ under cut-reduction which is obtained by reducing all $m$-redexes (Definition 3.0.2). Then in $\zeta$, there exists for each $i$ a cut link $l_{i}$ with premises $X_{i}, \neg X_{i}$.

Proof. By induction on $n$, where the base case follows trivially and the inductive step by inspection of (57).

Using Lemma 4.2.1, if $\pi$ is a cut-free proof structure with all conclusions to all axiom links atomic, then we can identify the atoms in the premises of the cut links with the atoms in the conclusions of the axiom links. We will do this throughout this section.

Definition 4.2.2. We define a permutation $\gamma_{\pi}$ on $\mathcal{P}(\pi)$ (Definition 4.1.1). Let $l$ be a cut link in $\pi$ with premises $\neg A, A$, say. Let $\neg A, A$ have corresponding unoriented atoms $X_{1}, \ldots, X_{n}$ and $Y_{1}, \ldots, Y_{n}$. Let $\gamma_{l}$ be the permutation which swaps $X_{j}$ and $Y_{j}$. Ranging over all cut links $l_{1}, \ldots, l_{n}$ we define

$$
\begin{equation*}
\gamma_{\pi}:=\gamma_{l_{1}} \ldots \gamma_{l_{n}} \tag{76}
\end{equation*}
$$

Example 4.2.3. We denote by $\pi$ the following proof net with artificial labels on the formulas. Assume $X_{i}$ for $i=1, \ldots, 6$ is atomic.


We have

$$
\begin{equation*}
\gamma_{\pi}: X_{2} \leftrightarrow X_{5}, \quad X_{3} \leftrightarrow X_{6}, \quad X_{i} \leftrightarrow X_{i}, i=1,4 \tag{78}
\end{equation*}
$$

Lemma 4.2.4. The set $\mathcal{P}(\pi)$ is invariant under reduction of m-redexes and $\eta$-expansion. More precisely, we have the following two statements.

- Say $\pi^{\prime}$ is produced by reducing an m-redex (57) in $\pi$, then $\mathcal{P}(\pi)=\mathcal{P}\left(\pi^{\prime}\right)$.
- Say $\pi \longrightarrow_{\eta} \pi^{\prime}$ (see Definition 3.0.9), then $\mathcal{P}(\pi)=\mathcal{P}\left(\pi^{\prime}\right)$.

Proof. For the first claim we simply notice that rule (57) has no effect on the axiom links of $\pi$. For the second we see that the order of the sequence of unoriented atoms of $A, B$ is explicated by the axiom links produced by an $\eta$-expansion.

Hence, when considering $\mathcal{P}(\pi)$, we can always assume without loss of generality that $\pi$ contains no $m$-redexes and that all conclusions of all axiom links of $\pi$ are atomic.

Lemma 4.2.5. Let $\pi$ be a proof net admitting no m-redexes and assume that all conclusions of all axiom links of $\pi$ are atomic. All redexes $\pi \longrightarrow{ }_{(\mathrm{cut})} \pi^{\prime}$ are necessarily of the following form, with $X$ atomic.


Proof. All redexes of $\pi$ are $a$-redexes, so all redexes of $\pi$ are of the form (55) or (56), but since all the axiom links have atoms as conclusions, it must be the case that the cut link in (55), (56) have premises which are also atoms. These atoms can only possibly exist if they are conclusions to an axiom link, and so we obtain the form given in the statement.

Definition 4.2.6. Say $\pi$ is a proof net with no $m$-redexes and all conclusions of all axiom links are atomic. Moreover, say there is a reduction $\pi \longrightarrow \pi^{\prime}$ which by Lemma 4.2.4 is of the form (79). We define a function $\iota: \mathcal{P}\left(\pi^{\prime}\right) \rightharpoondown \mathcal{P}(\pi)$ given by the following schema:


Definition 4.2.7. Let $\pi$ be a proof net and consider $\mathcal{P}(\pi)$, in light of Lemma 4.2.4 we can assume without loss of generality that $\pi$ admits no $m$-redexes and that all conclusions of all axiom links in $\pi$ are atomic. Let $\zeta$ be the corresponding super normal form established by Corollary 4.1.2, Let $\left(\pi=\pi_{1}, \ldots, \pi_{n}=\zeta\right)$ be a sequence of cut reductions. These induce a family of functions:

$$
\begin{equation*}
\mathcal{P}(\zeta)=\mathcal{P}\left(\pi_{n}\right) \longmapsto \mathcal{P}\left(\pi_{n-1}\right) \longrightarrow \ldots \longrightarrow \mathcal{P}\left(\pi_{2}\right) \longrightarrow \mathcal{P}\left(\pi_{1}\right)=\mathcal{P}(\pi) \tag{81}
\end{equation*}
$$

Composing these determines a function $\iota_{\pi}: \mathcal{P}(\zeta) \longmapsto \mathcal{P}(\pi)$.

Remark 4.2.8. It follows from Proposition 3.0 .3 that the function $\iota_{\pi}$ is independent of the choice of reduction path used to define it.

We give an alternate characterisation of the image of $\iota_{\pi}$.
Lemma 4.2.9. Let $\pi$ be a proof net admitting no m-redexes and assume all conclusions of all axiom links are atomic. A formula $A$ in $\pi$ is in $\mathrm{im} \iota_{\pi}$ if and only if it is not premise to a cut link and is the conclusion to an axiom link.

Proof. Say $A$ is premise to a cut link. Since $A \in \mathcal{P}(\pi)$ it is also the case that $A$ is conclusion to a cut link. Hence there exists a cut reduction which removes $A$, and so $A$ is not in the image of $\iota_{\pi}$.

Now say $A$ is not premise to a cut link and so $A$ is necessarily not part of an $a$-redex. There are no $m$-redexes in $\pi$ and so all cut reductions reduce $a$-redexes. Hence $A$ survives the cut reduction process. In other words, $A \in \operatorname{im} \iota_{\pi}$.

Corollary 4.2.10. Let $\pi$ be a proof net and assume all conclusions of all axiom links are atomic. A formula $A$ in $\pi$ is in $\operatorname{im} \iota_{\pi}$ if an only if the unique maximal length directed path in $\pi$ starting at the edge labelled $A$ ends at the premise to a cut link.

Definition 4.2.11. Let $\pi$ be a proof net. We describe a final permutation $\delta_{\pi}$ on $\mathcal{P}(\pi)$. Recall the injective function $t_{\pi}$ of Definition 4.2.7. For each $X \in \mathcal{P}(\pi)$ let $d_{i}$ denote the least integer such that

$$
\begin{equation*}
\left(\alpha_{\pi} \circ \gamma_{\pi}\right)^{d_{i}}(X) \in \operatorname{im} \iota_{\pi} \tag{82}
\end{equation*}
$$

Notice that such an integer $d_{i}$ always exists as $\pi$ is a proof net (as $\pi$ satisfies the longtrip condition, see Section (2).

We then define the following permutation on $\mathcal{P}(\pi)$, the permutations $\alpha_{\pi}, \gamma_{\pi}$ Definition 4.1.3, 4.2.2 respectively:

$$
\begin{equation*}
\delta_{\pi}(X)=\left(\alpha_{\pi} \circ \gamma_{\pi}\right)^{d_{i}}(X) \tag{83}
\end{equation*}
$$

Theorem 4.2.12. [Geometry of Interaction zero] Let $\pi$ be a proof net possibly with cuts and let $\zeta$ be the normal form of $\pi$ (Definition 3.0.8). Then

$$
\begin{equation*}
\delta_{\pi}=\iota_{\pi} \alpha_{\zeta} \tag{84}
\end{equation*}
$$

Proof. By inspection of (57) we have that $\gamma_{\pi}$ is invariant under reduction of $m$-redexes. Also, $\alpha_{\pi}$ is clearly invariant under reduction of $m$-redexes, thus we can assume that $\pi$ admits no $m$-redex. Furthermore, by inspection of (61) we see that $\alpha_{\pi}$ is invariant under $\eta$-expansion, it is also clear that $\gamma_{\pi}$ is invariant under $\eta$-expansion. Thus we can also assume that all conclusions of all axiom links of $\pi$ are atomic.

All cut links appear inside "chains" of axiom and cut links, such as in the following Diagram.


By Lemma 4.2.9, all formulas in the "interior" of these chains are not in im $\iota_{\pi}$. Hence, $\delta_{\pi}$ is a product of transposes where the formulas on the two extreme ends of these chains are swapped. By considering the cut elimination rules (55), (56) we see that this is exactly the behaviour of $\alpha_{\zeta}$, and the that these two formulas are the images of the corresponding formulas in $\zeta$.

In [20, Proposition A.1] the relationship between the permutation $\delta$ of Definition 4.2.11 and another permutation coming from the model of Multiplicative Linear Logic as coordinate rings presented there. Here, we show a detailed example of this connection.

Example 4.2.13. Let $\pi$ denote the following proof net, we let $(X,+)$ be atomic and denote it by $X$, the formula $C$ denotes $(\neg X>X) \otimes(X \otimes \neg X)$. For convenience, we have artificially labelled the atomic propositions, but throughout, for any $i$ the notation $X_{i}$ means $X$.


First we describe $\delta_{\pi}$. The first observation is that $\pi$ is mapped under $\eta$-expansion to the following proof net, which we denote by $\pi^{\prime}$.


The proof net $\pi^{\prime}$ admits $m$-redexes, we reduce these to obtain the following proof net which we denote
by $\pi^{\prime \prime}$.


As was explained in the proof of Theorem [20, Proposition A.1] we have that $\delta_{\pi}=\delta_{\pi^{\prime \prime}}$. It was also explained in the same proof that $\delta_{\pi^{\prime \prime}}$ is a product of transpositions which swaps two formulas which are at the extreme ends of a common "chain". Hence, we read off (85) that

$$
\begin{equation*}
\delta_{\pi}: X_{1} \leftrightarrow X_{3}, X_{2} \leftrightarrow X_{4} \tag{86}
\end{equation*}
$$

On the other hand, we have that $\neg C=\left(\neg X_{1} \vee X_{2}\right) \mathcal{P}\left(X_{3} \otimes \neg X_{4}\right)$, and so in the notation of Proposition [20, Proposition 3.9] we have a sequence $\left(i_{1}, i_{2}\right)=(2,3)$ with complement $\left(j_{1}, j_{2}\right)=(1,4)$, and so the polynomial denoted $k\left[X_{1}, X_{2}\right.$ ] in the statement of Proposition [20, Proposition 3.9] here is the polynomial $k\left[X_{2}, X_{3}\right]$ and the polynomial denoted $k\left[Y_{1}, Y_{2}\right]$ in Proposition [20, Proposition 3.9] here is the polynomial $k\left[X_{1}, X_{4}\right]$. The following are elements of the defining ideal $I_{\pi}$ of $\pi$.

$$
\begin{equation*}
X_{2}-X_{8}, \quad X_{8}^{\prime \prime}-X_{12}^{\prime \prime}, \quad X_{12}-X_{10}, \quad X_{10}^{\prime \prime}-X_{6}^{\prime \prime}, \quad X_{6}-X_{4} \tag{87}
\end{equation*}
$$

and so are $X_{i}-X_{i}^{\prime}, X_{i}^{\prime}-X_{i}^{\prime \prime}$ for $i=2,4,6,10,12$. Hence we see that $\beta_{-}^{-1} \beta_{+}\left(X_{2}\right)=X_{4}$, so $\sigma(2)=4$.
Similarly, the following are also elements of the defining ideal $I_{\pi}$ of $\pi$.

$$
\begin{equation*}
X_{1}-X_{7}, \quad X_{7}^{\prime \prime}-X_{11}^{\prime \prime}, \quad X_{11}-X_{9}, \quad X_{9}^{\prime \prime}-X_{5}^{\prime \prime}, \quad X_{5}-X_{3} \tag{88}
\end{equation*}
$$

and so are $X_{i}-X_{i}^{\prime}, X_{i}^{\prime}-X_{i}^{\prime \prime}$ for $i=1,3,5,7$. Hence, $\sigma(1)=3$. Thus, the following holds for all $i=1,2,3,4$, as anticipated by Proposition [20, Proposition A.1].

$$
\begin{equation*}
\delta_{\pi}\left(X_{i}\right)=X_{\sigma(i)} \tag{89}
\end{equation*}
$$

### 4.3 Internalisation of direct sum and tensor product

A permutation $\sigma$ on a finite set $X$ induces a bounded linear operator on the Hilbert space $F X$ freely generated by $X$, which is defined by $x \longmapsto \sigma x$ for each $x \in X$. Writing this linear operator as a matrix with respect to the basis $X$ of $F X$ we obtain an $n \times n$ matrix $M_{\sigma}$, where $n$ is the number of elements of $X$, where each entry is either 0 of 1 .

In Section 4.3 we will consider a particular choice of infinite dimensional Hilbert space $\mathbb{H}$ and then consider the space of bounded linear operators $\mathcal{B}(\mathbb{H})$ on $\mathbb{H}$. Since $\mathcal{B}(\mathbb{H})$ is infinite dimensional, we have that $\mathbb{H}^{n} \cong \mathbb{H}$ for every $n>0$. Thus, if we read each entry 1 of $M_{\sigma}$ as the identity operator, and each entry 0 as the zero operator, then each $M_{\sigma}$ induces an operator $\mathbb{H} \longrightarrow \mathbb{H}$ (in other words, an element of
$\mathcal{B}(\mathcal{H})$ ) allowing for each such matrix to be compared on the same footing. More precisely, each matrix is an element of the same Hilbert space, even though they differ in size.

We focus on the specific Hilbert space $\mathbb{H}=\ell^{2}$ of sequences $\underline{z}=\left(z_{0}, z_{1}, \ldots\right)$ of complex numbers which are square summable, ie, $\sum_{n=0}^{\infty}\left|z_{n}\right|^{2}$ converges. The idea of modelling proofs inside this Hilbert space is due to Girard [3] and the mathematics behind this model has been expounded upon by Hines [15].

The space $\mathbb{H}=\ell^{2}$ has an inner product defined as follows.

$$
\begin{equation*}
\langle\underline{z}, \underline{w}\rangle=\sum_{n=0}^{\infty} z_{n} \bar{w}_{n} \tag{90}
\end{equation*}
$$

In fact, the sum $\mathbb{H}^{m}$ of $m$ copies of $\mathbb{H}$ also has an inner product structure, defined by

$$
\begin{equation*}
\left\langle\left(\underline{z}^{1}, \ldots, \underline{z}^{m}\right),\left(\underline{w}^{1}, \ldots, \underline{w}^{m}\right)\right\rangle_{\mathbb{H}^{m}}=\sum_{j=1}^{m}\left\langle\left(\underline{z}^{j}, \underline{w}^{j}\right)\right\rangle_{\mathbb{H}} \tag{91}
\end{equation*}
$$

We fix the standard basis for $\ell^{2}$ consisting of sequences $\underline{e}^{i}$ such that all entries are equal to 0 except for the $i^{\text {th }}$ which is equal to 1 . We note that this basis is countably infinite. A basis for $\ell^{2} \oplus \ell^{2}$ is given by all $\left(\underline{e}^{i}, 0\right)$ and $\left(0, \underline{e}^{i}\right)$ which is also countable, thus, bijections $\alpha: \mathbb{N} \coprod \mathbb{N} \longrightarrow \mathbb{N}$ induce isomorphisms $\ell^{2} \longrightarrow \ell^{2} \oplus \ell^{2}$. More explicitly, if $\alpha: \mathbb{N} \coprod \mathbb{N} \longrightarrow \mathbb{N}$ is such a bijection then there exists injective functions $\alpha_{1}, \alpha_{2}: \mathbb{N} \longrightarrow \mathbb{N}$ which make the following diagram commute.


The induced isomorphism $\hat{\alpha}: \ell^{2} \longrightarrow \ell^{2} \oplus \ell^{2}$ is then given by the following explicit formula, where $z=\sum_{i=0}^{\infty} z_{i} \underline{e}^{i}:$

$$
\begin{equation*}
\hat{\alpha}(z)=\sum_{i=0}^{\infty}\left(z_{\alpha_{1}(i)} \underline{e}^{i}, z_{\alpha_{2}(i)} \underline{e}^{i}\right) \tag{93}
\end{equation*}
$$

The following calculation shows that $\hat{\alpha}$ is an isometry:

$$
\begin{aligned}
\langle\hat{\alpha}(\underline{z}), \hat{\alpha}(\underline{w})\rangle & =\left\langle\sum_{i=0}^{\infty}\left(z_{\alpha_{1}(i)} \underline{e}^{i}, z_{\alpha_{2}(i)} \underline{e}^{i}\right), \sum_{i=0}^{\infty}\left(w_{\alpha_{1}(i)} \underline{e}^{i}, w_{\alpha_{2}(i)} \underline{e}^{i}\right)\right\rangle \\
& =\left\langle\sum_{i=0}^{\infty} z_{\alpha_{1}(i)} \underline{e}^{i}, \sum_{i=0}^{\infty} w_{\alpha_{1}(i)} \underline{e}^{i}\right\rangle+\left\langle\sum_{i=0}^{\infty} z_{\alpha_{2}(i)} \underline{e}^{i}, \sum_{i=0}^{\infty} w_{\alpha_{2}(i)} \underline{e}^{i}\right\rangle \\
& =\sum_{i=0}^{\infty} z_{\alpha_{1}(i)} \bar{w}_{\alpha_{i}(i)}+\sum_{i=0}^{\infty} z_{\alpha_{2}(i)} \bar{w}_{\alpha_{2}(i)} \\
& =\sum_{i=0}^{\infty} z_{i} \bar{w}_{i} \\
& =\langle\underline{z}, \underline{w}\rangle
\end{aligned}
$$

We claim that (93) can also be written as $\hat{\alpha}(z)=\left(p^{*}(z), q^{*}(z)\right)$ for operators $p, q: \ell^{2} \longrightarrow \ell^{2}$ determined by continuity and the following conditions.

$$
\begin{equation*}
p\left(\underline{e}^{i}\right)=\underline{e}^{\alpha_{1}(i)}, \quad q\left(\underline{e}^{i}\right)=\underline{e}^{\alpha_{2}(i)} \tag{94}
\end{equation*}
$$

These maps are norm preserving and so are clearly bounded, thus we have well defined bounded, linear operators. It can be established by a direct calculation that these have adjoints respectively determined by continuity and the following conditions.

$$
\begin{align*}
& p^{*}\left(\underline{e}^{i}\right)=\underline{e}^{\alpha_{1}^{-1}(i)} \text { if } \alpha_{1}^{-1}(i) \text { exists, otherwise } p^{*}\left(\underline{e}^{i}\right)=0  \tag{95}\\
& q^{*}\left(\underline{e}^{i}\right)=\underline{e}^{\alpha_{2}^{-1}(i)} \text { if } \alpha_{2}^{-1}(i) \text { exists, otherwise } p^{*}\left(\underline{e}^{i}\right)=0 \tag{96}
\end{align*}
$$

For example: let $w=\sum_{i=0}^{\infty} w_{i} \underline{e}^{i}$, then

$$
\langle p(z), w\rangle=\sum_{i=0}^{\infty} z_{i} \bar{w}_{\alpha_{1}(i)}=\left\langle z, p^{*}(w)\right\rangle
$$

we thus have the following formula.

$$
\begin{equation*}
\hat{\alpha}=p^{*} \oplus q^{*} \tag{97}
\end{equation*}
$$

In a similar way, given any $n>0$ along with a bijection $\alpha: \mathbb{N} \longrightarrow \coprod_{i=1}^{n} \mathbb{N}$, there is a corresponding induced isometric isomorphism $\hat{\alpha}: \mathbb{H} \longrightarrow \mathbb{H}^{n}$ which has an explicit formula, where $z=\sum_{i=0}^{\infty} z_{i} \underline{e}^{i}$ :

$$
\begin{equation*}
\hat{\alpha}(z)=\sum_{i=0}^{\infty}\left(z_{\alpha_{1}(i)} \underline{e}^{i}, \ldots, z_{\alpha_{n}(i)} \underline{e}^{i}\right) \tag{98}
\end{equation*}
$$

Example 4.3.1. A simple example is given by the following:

$$
\begin{array}{rlrl}
\alpha_{1}: \mathbb{N} & \longrightarrow \mathbb{N} & \alpha_{2}: \mathbb{N} & \longrightarrow \mathbb{N} \\
n & \longmapsto 2 n & n & \longmapsto 2 n+1
\end{array}
$$

which induces $\alpha: \mathbb{N} \coprod \mathbb{N} \longrightarrow \mathbb{N}$, defined by $\alpha(n, 1)=2 n$ and $\alpha(n, 2)=2 n+1$. The functions $\alpha_{1}, \alpha_{2}, \alpha$ make the following a coproduct diagram:

and indeed $\alpha$ is a bijection. We thus have two functions:

$$
\begin{array}{clrl}
p: \ell^{2} & \longrightarrow \ell^{2} & q: \ell^{2} & \longrightarrow \ell^{2} \\
\left(z_{0}, z_{1}, \ldots\right) & \longmapsto\left(z_{0}, 0, z_{1}, 0, z_{2}, \ldots\right) & \left(z_{1}, z_{2}, \ldots\right) & \longmapsto\left(0, z_{0}, 0, z_{1}, 0, \ldots\right)
\end{array}
$$

which have the following adjoints:

$$
\begin{aligned}
p^{*}: \ell^{2} & \longmapsto \ell^{2} & q^{*}: \ell^{2} & \longrightarrow \ell^{2} \\
\left(z_{0}, z_{1}, \ldots\right) & \longmapsto\left(z_{0}, z_{2}, \ldots\right) & \left(z_{0}, z_{1}, \ldots\right) & \longmapsto\left(z_{1}, z_{3}, \ldots\right)
\end{aligned}
$$

Aside 4.3.2. The following calculation shows that $p^{*}$ is adjoint to $p$, the corresponding calculation for $q$ is similar:

$$
\begin{aligned}
\left\langle p\left(z_{0}, z_{1}, \ldots\right),\left(w_{0}, w_{1}, \ldots\right)\right\rangle & =\left\langle\left(z_{0}, 0, z_{1}, 0, \ldots\right),\left(w_{1}, w_{2}, \ldots\right)\right\rangle \\
& =\left\langle\left(z_{0}, z_{1}, \ldots\right),\left(w_{0}, w_{2}, \ldots\right)\right\rangle \\
& =\left\langle\left(z_{0}, z_{1}, \ldots\right), p^{*}\left(w_{0}, w_{1}, \ldots\right)\right\rangle
\end{aligned}
$$

The function $p^{*}, q^{*}$ induce $\hat{\alpha}=p^{*} \oplus q^{*}: \ell^{2} \longrightarrow \ell^{2} \oplus \ell^{2}$ defined by

$$
\begin{equation*}
\hat{\alpha}\left(z_{0}, z_{1}, \ldots\right)=\left(\left(z_{0}, z_{2}, \ldots\right),\left(z_{1}, z_{3}, \ldots\right)\right) \tag{100}
\end{equation*}
$$

We make a few observations:
Lemma 4.3.3. The functions $p, q, p^{*}, q^{*}$ satisfy the following:

- $p^{*} p=\mathrm{id}_{\ell^{2}}=q^{*} q$,
- $p p^{*}+q q^{*}=\mathrm{id}_{\ell^{2}}$,
- $p^{*} q=0=q^{*} p$.


### 4.4 Persistent paths

It is somewhat remarkable that Girard's original presentation of Geometry of Interaction [3] never mentioned persistent paths, as this concept makes the ideas significantly more transparent. Persistent Paths were first defined by Regnier [8]. What is new here is the equivalence relation of Definition 4.4.1 used to define Persistent Paths (Definition 4.4.2). This provides an intrinsic definition which does not require knowledge of the result of any cut-reduction in order to define (unlike the definition given in [8].

An axiom link with conclusions $\neg X, X$ is the translation of an axiom rule, here we assume $X$ is atomic

$$
\overline{X \vdash X}(\mathrm{ax})
$$

and so we think of $\neg X$ as the hypothesis and $X$ as the conclusion. The role of the edges in a proof net are then to keep track of the occurrences of formulae which are logically related, that is, they represent "the same" hypothesis or conclusion. For instance, the formulas coloured red in what follows are logically related.


More precisely, axiom/cut links induce a bijection between the unoriented atoms of each conclusion, and tensor/par links induce injective functions from the unoriented atoms of the premises to the conclusions. In the tensor/par case, the pair of injective functions is moreover a surjective family.

Thus, a choice of unoriented atom in a proof structure has a set of edges associated to it according to the previously mentioned functions. We will show that if the chosen unoriented atom is part of a conclusion to a proof structure, then the induced set of edges induces a path which both begins and ends at a conclusion edge. If the chosen unoriented atom is not part of a conclusion, then the induced path may not include any conclusions, as is the case for any choice of unoriented atom in the following
proof structure.


In fact, this can only happen in a proof structure, whereas any choice of unoriented atom inside a proof net induces a conclusion-conclusion path. This is Lemma 4.4.5.

Definition 4.4.1. Let $\pi$ be a proof structure. We define an equivalence relation $\sim$ on the set $U_{\pi}$ of unoriented atoms of $\pi$. We do this by considering each non-conclusion link $l$ of $\pi$.

If $l$ is an axiom (respectively cut) link, with conclusions (premises) $\neg A, A$, where $U_{\neg A}=\left\{X_{1}, \ldots, X_{n}\right\}$ and $U_{A}=\left\{X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right\}$ then we define

$$
\begin{equation*}
X_{i} \sim X_{i}^{\prime}, \quad \forall i=1, \ldots, n \tag{101}
\end{equation*}
$$

If $l$ is a tensor or par link with premises $A, B$ and conclusions $A \boxtimes B$ (where $\boxtimes \in\{\otimes, 8\})$ then if we write $U_{A}=\left\{X_{1}, \ldots, X_{n}\right\}, U_{B}=\left\{Y_{1}, \ldots, Y_{m}\right\}$ and $U_{A \boxtimes B}=\left\{X_{1}^{\prime}, \ldots, X_{n}^{\prime}, Y_{1}^{\prime}, \ldots, Y_{m}^{\prime}\right\}$ then we define

$$
\begin{equation*}
X_{i} \sim X_{i}^{\prime}, \forall i=1, \ldots, n \quad Y_{i} \sim Y_{i}^{\prime}, \forall j=1, \ldots, m \tag{102}
\end{equation*}
$$

Definition 4.4.2. Each equivalence class $\left[X_{i}\right]$ of formulas in $U_{\pi}$ is the underlying set of a sequence

$$
\begin{equation*}
\left(Z_{1}, \ldots, Z_{n}\right) \tag{103}
\end{equation*}
$$

where $Z_{i} \sim Z_{i+1} \forall i=1, \ldots, n-1$. Such a sequence is called a persistent path. Notice that the reverse sequence $\left(Z_{n}, \ldots, Z_{1}\right)$ of any persistent path $\left(Z_{1}, \ldots, Z_{n}\right)$ is itself a persistent path. If $Z_{1}$ is positive, then the persistent path $\left(Z_{1}, \ldots, Z_{n}\right)$ is positively oriented.

Remark 4.4.3. The equivalence relation of Definition 4.4.1 gives a visual conceptualisation of the links as "plugging" wires together. The phrase "plugging" is used informally throughout the literature ([3], [1], [2]). In what follows, $U_{\neg A}=\left\{X_{1}, \ldots, X_{n}\right\}$ and $U_{A}=\left\{X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right\}$.


For this following diagram, we have $U_{A}=\left\{X_{1}, \ldots, X_{n}\right\}, U_{B}=\left\{Y_{1}, \ldots, Y_{m}\right\}, U_{A \boxtimes B}=\left\{X_{1}^{\prime}, \ldots, X_{n}^{\prime}, Y_{1}^{\prime}, \ldots, Y_{m}^{\prime}\right\}$,
where $\boxtimes \in\{\otimes, \ngtr\}$.


Example 4.4.4. Let $\pi$ denote the following proof structure.


For clarity, we artificially place labels on the formulas so that we can refer to particular edges, but for all $i=1, \ldots, 8$ the notation $Z_{i}$, where $Z=X, \neg X, X \otimes \neg X, \neg X \ngtr X$, denotes the formula $Z$.


The only positively oriented persistent path $\pi$ is

$$
\begin{equation*}
\neg X_{1}, X_{2}(X \otimes \neg X)_{7},(\neg X \not 又 X)_{8}, \neg X_{5}, X_{6},(\neg X \not 又 X)_{8},(X \otimes \neg X)_{7}, \neg X_{3}, X_{4} \tag{106}
\end{equation*}
$$

Question 4.4.5. Is the following true? If a proof structure $\pi$ admits a looping persistent path then $\pi$ is not a proof net.

An obvious first attempt to answer this question is to attempt to extract a short-trip from the looping persistent path by "traversing the interior of the loop". Does this proof technique work though?

### 4.5 Proofs as operators

Definition 4.5.1. Let $\pi$ be a proof structure. We decorate the edges of $\pi$ with the symbols $p, q$, id which will later be interpreted as the operators with the same name described in Section 4.3. The labelling is done in the following way: the left premise of each tensor and each par link is labelled $p$ and the right premise of each tensor and each par link is labelled $q$, the remaining edges are labelled id. An example is given as follows.


Each persistent path $\rho=\left(e_{1}, \ldots, e_{n}\right)$ of $\pi$ consists of edges $e_{i}$ traversed $\pi$ either forwards, or backwards. If the $e_{i}$ is traversed forwards then we associate the symbol $w_{i} \in\{p, q, \mathrm{id}\}$ to $e_{i}$ as determined by the label of $e_{i}$. If $e_{i}$ is traversed backwards then we augment the label with an astrix $*$ and consider the symbol $w_{i} \in\left\{p^{*}, q^{*}, \mathrm{id}^{*}\right\}$. For example, the unique (assuming $A$ is atomic), positively oriented persistent path in the above example has associated word

Denote the operator of the same name as $w \in\left\{p, q, \mathrm{id}, p^{*}, q^{*}, \mathrm{id}\right\}$ by $\bar{w}$. The operator associated to $\rho$ is

$$
\begin{equation*}
o_{\rho}:=\overline{w_{n}} \circ \ldots \circ \overline{w_{1}} \tag{108}
\end{equation*}
$$

So, in the above example, the associated operator is $q q^{*} p p^{*}=\mathrm{id}$. We will see that since we obtained id, the above proof net is equivalent under cut reduction to a proof net consisting of a single axiom link.

Definition 4.5.2. Let $\pi$ be a proof structure and $\zeta$ the proof structure obtained by removing all the cut links of $\pi$ (and appending conclusion links to the premises of the cut links removed). Consider all the unoriented atoms of all premises to conclusion links of $\zeta$, say there are $n$ of these. We construct an $n \times n$ matrix $\llbracket \pi \rrbracket$, we will use these unoriented atoms as the indices for the rows and columns of $\llbracket \pi \rrbracket$. For each persistent path $\rho$ of $\zeta$, form $o_{\rho}$ of Definition 4.5 .1 and let this be entry $B A$ of $\llbracket \pi \rrbracket$ where $\rho$ begins at $B$ and ends at $A$. The remaining entries are 0 .

Example 4.5.3. Consider $\pi$ of Example 4.4.4. We remove the cut link to obtain a proof-structure $\pi^{\prime}$. Label the left premise of each tensor and each par link by $p$ and the right premise of each tensor and each par link by $q$ (indeed these are the same $p$ and $q$ as in Section 4.3). Label the remaining edges by the identity map id (this is the identity on the space $\ell^{2}$ ). For convenience, we have added artificial
labels to the formulas.


Now we calculate the persistent paths in $\pi^{\prime}$ along with their associated linear operators. These are as follows.

$$
\begin{array}{ll}
\nu_{1}=\left(\neg X_{1}, X_{2},\left(X_{7} \otimes \neg X\right)_{8}\right) & o_{\nu_{1}}=\operatorname{id} p \mathrm{id}^{*}=p \\
\nu_{2}=\left(\left(X_{7} \otimes \neg X_{8}\right), X_{2}, \neg X_{1}\right) & o_{\nu_{2}}=\operatorname{id} p^{*} \mathrm{id}^{*}=p^{*} \\
\nu_{3}=\left(X_{4}, \neg X_{3},\left(X_{7} \otimes \neg X_{8}\right)\right) & o_{\nu_{3}}=\operatorname{id} q \mathrm{id}^{*}=q \\
\nu_{4}=\left(\left(X_{7} \otimes \neg X_{8}\right), \neg X_{3}, X_{4}\right) & o_{\nu_{4}}=\operatorname{id} q^{*} \mathrm{id}^{*}=q^{*} \\
\nu_{5}=\left(\left(\neg X_{9} \ngtr X_{10}\right), \neg X_{5}, X_{6},\left(\neg X_{9} \ngtr X_{10}\right)\right) & o_{\nu_{5}}=\operatorname{id} q p^{*} \mathrm{id}^{*}=q p^{*} \\
\nu_{6}=\left(\left(\neg X_{9} \ngtr X_{10}\right), X_{6}, \neg X_{5},\left(\neg X_{9} \ngtr X_{10}\right)\right) & o_{\nu_{6}}=\operatorname{id} p q^{*} \mathrm{id}^{*}=p q^{*} \tag{115}
\end{array}
$$

Hence $\llbracket \pi \rrbracket$ is the following matrix $4 \times 4$ matrix, where we assume respectively that index $1,2,3,4,5,6$ corresponds to conclusion $\neg X_{1}, X_{7}, \neg X_{8}, X_{4}, \neg X_{9}, X_{10}$.

$$
\llbracket \pi \rrbracket=\begin{gather*}
 \tag{116}\\
\neg X_{1} \\
X_{7} \\
\neg X_{8} \\
X_{4} \\
\neg X_{9} \\
X_{10}
\end{gather*}\left[\begin{array}{cccccc}
\neg X_{1} & X_{7} & \neg X_{8} & X_{4} & \neg X_{9} & X_{10} \\
0 & p^{*} & 0 & 0 & 0 & 0 \\
p & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & q^{*} & 0 & 0 \\
0 & 0 & q & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & p q^{*} \\
0 & 0 & 0 & 0 & q p^{*} & 0
\end{array}\right]
$$

Remark 4.5.4. There are more paths which begin and end at conclusions in $\pi^{\prime}$ than the persistent paths $\nu_{1}, \ldots, \nu_{6}$. For example, there is the following path.

$$
\begin{equation*}
\rho:=\left(\neg X_{1}, X_{2}, \neg X_{3}, X_{4}\right) \tag{117}
\end{equation*}
$$

The path $\rho$ has corresponding operator $o_{\rho}=q^{*} p$. We notice that this is the zero operator. This reflects the fact that $\rho$ is not a persistent path.

### 4.6 Geometry of Interaction One

Geometry of Interaction One is the program introduced by Girard in [3]. There, Girard did not consider unoriented atoms, whereas here we do. This is not a significant difference between the two presentations though.

Definition 4.6.1. Let $\pi$ be a proof structure and $\zeta$ the proof structure obtained by removing all cutlinks in $\pi$ (and appending conclusion links to the premises of the cut links removed). Say $\pi$ has atomic atoms $X_{1}, \ldots, X_{m}$ amongst the premises to its conclusion links, and say it has atomic atoms $Y_{1}, \ldots, Y_{n}$
amongst the premises of the cut links. We will construct a $(2 n+m) \times(2 n+m)$ matrix $\sigma$ and use $X_{1}, \ldots, X_{m}, Y_{1}, Y_{1}^{\prime}, \ldots, Y_{n}, Y_{n}^{\prime}$ as labels for the indices of this matrix.

For each $i=1, \ldots, n$ consider the minor with rows and columns $Y_{i}, Y_{i}^{\prime}$. Set this to be the matrix

$$
\left.\begin{array}{c} 
 \tag{118}\\
Y_{i} \\
Y_{i}^{\prime}
\end{array} \begin{array}{cc}
Y_{i} & Y_{i}^{\prime} \\
0 & 1 \\
1 & 0
\end{array}\right]
$$

The remaining entries are 0 .
The point is that $\llbracket \pi \rrbracket$ contains the information of the persistent paths of $\pi$ once the cut links have been removed, and $\sigma$ contains the information of the cut links. This allows us to talk about persistent paths of $\pi$ which traverse cuts some chosen amount of times in a way made precise by the following Proposition.

Proposition 4.6.2. Let $X, Y$ be amongst the unoriented atoms of all premises to all conclusion links of some proof structure $\pi$. The operator given by the persistent path from $X$ to $Y$ and whic traverses cut links exactly $m$ times is the $Y X$ entry of the matrix $\llbracket \pi \rrbracket(\sigma \llbracket \pi \rrbracket)^{m}$. Moreover, if no such path exists then this entry is equal to 0 .

Proof. Both $\llbracket \pi \rrbracket$ and $\sigma$ can be thought of as weighted incidence matrices of the graph $\pi$. This makes the first claim clear. For the second, first notice the $Y X$ entry of $\llbracket \pi \rrbracket(\sigma \llbracket \pi \rrbracket)^{m}$ is the composition of some sequence of operators which in turn are given by persistent paths in $\zeta$, the proof structure given by removing the cut links of $\pi$. Since the incidences described by $\sigma$ are exactly the ones given by the way persistent paths connect at cut links, we must have some corresponding persistent path in $\pi$ as claimed.

Corollary 4.6.3. If $\pi$ is a proof net and $\sigma_{m}$ is as defined in Definition 4.6.1 then there exists an integer $n>0$ such that $\llbracket \pi \rrbracket\left(\sigma_{m} \llbracket \pi \rrbracket\right)^{n}=0$.

Proof. Follows from Proposition 4.6 .2 along with the fact that persistent paths in proof nets are finite (Lemma 4.4.5).

Definition 4.6.4. We define

$$
\begin{equation*}
\operatorname{Ex}(\llbracket \pi \rrbracket)=\left(I-\sigma^{2}\right)(\llbracket \pi \rrbracket+\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket+\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket+\ldots)\left(I-\sigma^{2}\right) \tag{119}
\end{equation*}
$$

which by Corollary 4.6 .3 is a well defined matrix. This is the execution formula.
The Execution Formula (119) is due to Girard 3]. The proof here that $\operatorname{Ex}(\llbracket \pi \rrbracket)$ is well defined (Corollary 4.6.3) is new though, and differs significantly to that given in [3] (recall, Girard never used persistent paths in his paper). The same comment holds for Theorem 4.6.7 below.

Example 4.6.5. We continue with $\pi$ from Examples 4.4.4 and 4.5.3. Using the same indexing as Example 4.5.3 we have that $\sigma$ is the following matrix.

$$
\sigma=\begin{gather*}
 \tag{120}\\
\neg X \\
X_{7} \\
\neg X_{8} \\
X_{4} \\
\neg X_{9} \\
X_{10}
\end{gather*}\left[\begin{array}{cccccc}
\neg X_{1} & X_{7} & \neg X_{8} & X_{4} & \neg X_{9} & X_{10} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{array}\right]
$$

This matrix reflects the "plugging" in the unique positively oriented persistent path of $\pi$ of $X_{7}$ into $\neg X_{9}$ and of $\neg X_{8}$ into $X_{10}$. Notice that this matrix satisfies the following.

$$
I-\sigma^{2}=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0  \tag{121}\\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Consider also $\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket$, which is a matrix whose $i j^{\text {th }}$ entry corresponds to the sum of operators corresponding to the paths in $\pi^{\prime}$ which traverse the cut once, where the start of the path is the conclusion in $\pi^{\prime}$ with label corresponding to column $j$, and whose end point is the conclusion with label corresponding to row $i$. In our current example this is given as follows:

$$
\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & p^{*} p q^{*}  \tag{122}\\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & q^{*} q p^{*} & 0 \\
0 & 0 & 0 & p q^{*} q & 0 & 0 \\
q p^{*} p & 0 & 0 & 0 & 0 & 0
\end{array}\right]=\left[\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & q^{*} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & p^{*} & 0 \\
0 & 0 & 0 & p & 0 & 0 \\
q & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Multiplying by $\sigma \llbracket \pi \rrbracket$ yields:

$$
\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket=\left[\begin{array}{cccccc}
0 & 0 & 0 & p^{*} p q^{*} q & 0 & 0  \tag{123}\\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
q^{*} q p^{*} p & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]=\left[\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The matrix $\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket$ is the zero matrix and therefore $\llbracket \pi \rrbracket(\sigma \llbracket \pi \rrbracket)^{n}=0$ for $n>2$. Thus

$$
\llbracket \pi \rrbracket+\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket+\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket+\ldots=\begin{gather*}
 \tag{124}\\
\neg X_{1} \\
X_{7} \\
\neg X_{8} \\
X_{4} \\
\neg X_{9} \\
X_{10}
\end{gather*}\left[\begin{array}{cccccc}
\neg X_{1} & X_{7} & \neg X_{8} & X_{4} & \neg X_{9} & X_{10} \\
0 & 0 & 0 & 1 & 0 & q^{*} \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & p^{*} & 0 \\
0 & 1 & 0 & p & 0 & 0 \\
q & 0 & 1 & 0 & 0 & 0
\end{array}\right]
$$

The execution formula is thus

$$
\operatorname{Ex}(\llbracket \pi \rrbracket)=\begin{gather*}
 \tag{125}\\
\neg X_{1} \\
X_{7} \\
\neg X_{8} \\
X_{4} \\
\neg X_{9} \\
X_{10}
\end{gather*}\left[\begin{array}{cccccc}
\neg X_{1} & X_{7} & \neg X_{8} & X_{4} & \neg X_{9} & X_{10} \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

What happens if we perform the same process to $\pi$ after we have performed cut-elimination? Under this process, $\pi$ corresponds to the proof consisting of a single axiom link:

which corresponds to the matrix

$$
\left.\begin{array}{c} 
 \tag{127}\\
\neg X_{1} \\
X_{4}
\end{array} \begin{array}{cc}
\neg X_{1} & X_{4} \\
0 & 1 \\
1 & 0
\end{array}\right]
$$

which appears as a minor in 123 . Theorem 4.6.7 states that this is not a coincidence.
Definition 4.6.6. Let $\gamma: \pi \longrightarrow \pi^{\prime}$ be a reduction, then there is a bijection between the set of persistent paths of $\pi$ and the set of persistent path on $\pi^{\prime}$ (hence, persistent paths). This is according the following schema:



Theorem 4.6.7 (Geometry of Interaction One). Let $\pi$ be a proof net and $\zeta$ the cut-free proof equivalent under cut elimination to $\pi$. Then the matrix $\llbracket \zeta \rrbracket$ exists as a minor in $\operatorname{Ex}(\llbracket \pi \rrbracket)$ and any entry in $\operatorname{Ex}(\llbracket \pi \rrbracket)$ which is not in the minor corresponding to $\llbracket \zeta \rrbracket$ is equal to 0 .

Proof. It is clear by inspection of the rules in Definition 4.6.6 that the transformations preserve persistency of paths. This establishes the first claim.

On the level of words, the rules in Definition 4.6.6 replace instances of $p^{*} p$ and $q^{*} q$ with 1 . That this is observed by the execution formula follows from the fact that as operators $p^{*} p=q^{*} q=1$ (Lemma 4.3.3).

There are also entries in $\llbracket \pi \rrbracket+\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket+\llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket \sigma \llbracket \pi \rrbracket+\ldots$ which do not correspond to persistent paths in $\pi$, but instead correspond to persistent paths in $\zeta$, the proof structure obtained by removing the cut links in $\pi$. However, these are sent to 0 by the presence of the matrices $\left(I-\sigma^{2}\right)$ in the execution formula.
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