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1 Quantum computing

The goal of this document to define a mathematical system of qubits as
well as their measurements, time evolutions, etc, and then to develop a
theory of error correction upon this foundation. An optional next step after
understanding this mathematics is to find a physical phenomena adhering to



these conditions. This step which we refer to as optional though is not part
of this document.

Our standard of information will be sequences of binary integers. The
form this information can be encoded into during transmission however will
be more liberal. A bit of quantum information, that is, a qubit, will be any
norm 1 element of the complex Hilbert space H := C2. Actually, we identify
elements of H with linear operators from C into H and use Dirac notation.
For example, |0) : C — H denotes the map defined by linearity and the
rule 1 — (1,0), whereas |1) denotes the map defined by linearity and the
rule 1 — (0,1).

Definition 1.0.1. A qubit is a copy of the C-Hilbert space C2.

The state of a qubit C? is a vector |¢) € C? of norm 1.

A pair (C? |¢)) consisting of a qubit C* and a state |¢) € C? is a
prepared qubit and we say C? has been prepared to [¢).

If clarity is needed, we will refer to a binary integer as a classical bit.
This is to help distinguish our standard of information from qubits just
defined. If we write a state [¢) of a qubit H as a linear combination of
the standard basis vectors

) = al0) + (1) (1)

We think of |a|?* and |3|? respectively as probabilities of the state [¢)) being
in state |0) or state |1) respectively. A qubit where o # 0 and § # 0 is a
superposition state.

We can now be more precise; our goal is to develop a theory of communication
of classical bits via qubits. The manipulation and transmission of classical
bits via qubits will loosely be referred to as quantum computing. For any
physical computation to take place, it is crucial that reliable error correction
is possible, simply due to the huge number of components and interactions
involved. The following is our central question.

Question 1.0.2. What tolerance for error does quantum computing allow
for?

This is answered formally by Theorem [4.0.9, which classifies necessary
and sufficient conditions for a collection of errors to be correctable.

So far, however, we have only considered systems consisting of a single
qubit. Since a system consisting of multiple qubits, any of which may be



in superposition, may itself be in a superposition state, the definition of a
composite system of qubits is not as simple as the product of qubits, in the
category of Hilbert spaces.

More precisely, say we had two qubits prepared respectively to states
|1}, |¢). Then the pair (|¢),|¢)) may also be in superposition. That is, the
state

a([y),[e)) + B(¥) . @) (2)

where |a]?+|3|> = 1 is a valid state of the combined system consisting of the
two qubits. Thus, states of pairs of systems are vectors in a subspace of the
Hilbert space freely generated by the pairs (|1) ,|¢)) of states of the qubits.
in fact, we will take the composite system to be the tensor product of the two
spaces, which means we need to justfiy the bilinearity conditions too. At the
time of writing, the author does not know a satisfying way to motivate these
conditions mathematically (although L(X x Y) = L(X) ® L(Y) is surely
relevant).

A qubit as well as any composite of a finite collection of qubits are
examples of finite dimensional complex Hilbert spaces. We define a state
space to be any finite dimensional Hilbert space H.

Definition 1.0.3. Let H,Hs be two state spaces. The composite state
space is H; ® Hy. A state of a composite system is a vector [¢) € Hi @ Ho
which can be written as a linear combination of pure tensors

(o5} |77Z)1>++Oén|¢n>€7'[1®%2 (3)

where the coefficients satisfy |a;|*+ ...+ |a,|* = 1. The condition that each
|1;) is a pure tensor means

Vi=1,...,n,3[¢}) € My, 3[02) € Mo, |) = [01) ® |02) (4)

Remark 1.0.4. The tensor product is not a product in the category of
Hilbert spaces. This is because the states such as are not necessarily
determined by a choice of state in H, and a choice of state in Hy. Thus,
it is not a surprise that we observe “bizarre” behavior, as our definition of
a coupled system is not given by the standard mathematical definition of
product. A comparison between the monoidal structure of the category of
Hilbert spaces and a hypothetical product can be found in [3]).

What degree of access do we have to superposition states? The answer,
naturally, is we have access to what we can measure. Rather than one



particular outcome, we define a measurement as a family of possible outcomes
with assocaited probabilities; the states of state spaces are probabilistic,
and so the measurements will be too. Moreover, we do not assume that
measurement leaves the state uneffected, and so measurements are operators
upon the state space.

Definition 1.0.5. A measurement on a state space H is a finite family
of linear operators {M,, : H — H}nem satisfying the completeness

condition.
> MM, =1 (5)
meM

An element m € M is an outcome (simply a set of labels).
The resulting state after measurement {M,, },nesm and outcome m is:

My, [)
p(m)

(6)

Remark 1.0.6. Associated to every measurement and state vector [¢) there
is a value

p(m) := (V| M, My, [0) = || My [) (7)
It follows from that p(m) < 1 for all m,|¢). We understand p(m) as
the probability of outcome m on the measurement {M,,}er. Under this

interpretation, we think of as requiring that the probabilities p(m) sum
to 1.

The possibility of superposition states is a liberation, and measurements
needing to satisfy the completeness condition is a limitation. For instance,
where a classical bit is in one of two states (0 or 1) a qubit has an infinite
number of possible states (a liberation). On the other hand, only orthogonal
states can be distinguished, due to the completeness condition (Lemma m
below) (a limitation).

Lemma 1.0.7. Let |11), [th2) be non-orthogonal states of a qubit H. There
is no measurement { M, : H — H}mem with 1,2 € M satisfying:

p(1) = (¢ MIMl [1) =1 and p(2) = (Yo M2TM2 ) =1 (8)

Proof. Assume such a measurement exists. Since |1);) , [¢)9) are non-orthogonal,
there exists |¢), orthorgonal to [¢1) such that

[Y2) = o |h1) + B o) 9)
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for some a, 8 € C satisfying |a|* + |3|*> = 1. Moreover, since |¢1) , [¢) are
non-orthogonal, we have 5 # 1. We have

1= (¢a|ths) (10)
— (| MM, |t),) (11)
= (@ (¢n] + B () M3 Ma(r [¢n) + B 1)) (12)
= |af? (41| MIM; [yh1) + aB (1| MM, o) (13)
+ Ba (@l M{M; [¢1) + 5] (0] M3 Ms | o) (14)
Now, by the completeness condition, we have
(W] D> MMy ) = (1| I i) =1 (15)

meM

This, combined with p(1) = 1 implies (¢b;| MJ M, i) = 0. In other words,
| My [41)]|> = 0. This implies Ms|1);) = 0 (the zero vector). Thus,
implies:

1= |B]* (o M3Ms | @) = |8 Ms |0} < 15 < 1 (16)
This stands in contradiction to (§]). O

The liberty of superposition means the following are four valid states of
a single qubit.

0+ [0) =11 —[0)+]1) —]0)—|1)
V2 V2 V2 V2

Since these are non-orthogonal though, Lemmall.0.7renders these indistinguishable.
Desigining algorithms amongst the push and pull of superposition and measurement
is the art of quantum computing. An example of such an art piece is the
possibility of transferring two classical bits of information via a single qubit.

This possibility is surprising given the previous observation.

(17)

Example 1.0.8. The following is a state of the composite system H :=
C?® C2.
|00) + |11)
V2
Consider the following matrices, we note that these matrices will play an
important role later too.

() X (7))

5

S (18)



To make the action of Y simpler we will consider Y. These act on basis
elements as follows.

110) = 0) 1) = 1)
X10) =11) X 1) =10)
iY'|0) = — 1) WY [1) = 0)
Z10) = 10) Z[1) =—11)

Applying a choice of these unitary matrices to the first qubit results in the
following states of the combined system.

;. 100)+ 1)
' V2
_ |10) + |01)
X —7% ”
o oy =)
1 . —\/5
y. lo-im

V2

A priori, we may have agreed on a correspondence between the operators
I,X,1Y, 7 and respectively the classical bits 00,10,01,11. Moreover, the
states are orthogonal, so Lemma does not rule out the possibility
of distinguishing these states.

Orthogonal states can be distinguished via measurement, this is the content
of Lemma below. Let us emphasise the crucial point of this example:
although state is in superposition, the system itself is still thought of
as a pair of qubits, one in one hand, one in the other. Thus, if Alice holds
the first qubit, and performs one of the transformations then 2 bits of
information can be transferred by sending this single qubit to Bob, who holds
the second qubit. Bob performs a measurement to distinguish which of the
four states the combined system is in, and then extracts the classical
bits from the result.

Lemma 1.0.9. If |¢1),..., |, are orthogonal states of a state space, then
there exists a measurement { My, ymem such that for alli=1,... ,n:
p(i) = (il MJM@' i) =1 (21)
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Proof. The operator
E:= %) (v (22)
i=1

is equal to the identity when restricted to the subspace Span{|¢1) , ..., |¥n)}
and when written with respect to the basis |1),...,|n) of this subspace. A
trick to extend this to a measurement of the whole space, and written with
respect to the standard basis is to add an operator My defined by I — E. The
set {|1:) (il }iz1, n U My is a measurement distinguishing [1),...,|n). O

Example assumed that Alice was able to perform one of the unitary
operators to her qubit. For single qubits, all the unitary operators
constitute the operations we can perform to qubits.

Definition 1.0.10. Let H be a state space. A single step time evolution
of H is a unitary operator U on H. A single step time evolution of a
state vector |¢) with respect to U is the pair (|10),U |[¢)).

An evolution of H is a sequence of unitary operators (Uy, ..., U,) on H,
an evolution of a state vector |¢)) with respect to the evolution (U, ..., U,)

is the sequence (|¢) , Uy |¢) ..., Uy ... Uy [¥)).

Example falls into the special setting where the measurement used
to distinguish the states is projective, ie, all the measurement operators
are projectors.

Definition 1.0.11. A linear transformation P is a projector if P? = P.

These simple measurements are sufficient in many situations.

The exact relationship between projective measurements and measurements
is given by Proposition below which says in a precise sense that general
measurements are projective measurements augmented by a unitary operator.

Lemma 1.0.12. Let W C V be a subspace of a Hilbert space V', and let
U:W — V be a unitary operator. Then U extends to a unitary U’ operator
on all of V.

Proof sketch. Define U' = U ® Idy, .. O

Proposition 1.0.13. Let {M,,}merm be a measurement on H. Then there
exists a projective measurement { Py, }mem, a state space Q, and a unitary



operator U : H ® QQ — H @ Q such that for any state 1)) of the composite
system H @ Q and any n € M:

(Y| UTPIP,U |¢p) = (| MM, [) (23)

Proof. Let @) be the Hilbert space freely generated by the set {|1),...,|m)}.
Define the following linear map.

U:H—HQ (24)
) = > My, [v) @ |m) (25)
meM

We first prove this is unitary, by Corollary it suffices to check that
(WIUTU |9y = () for arbitrary [) € H. We perform the following
calculation, note: we have written (0| M ® (m| for the linear functional
which sends a ® b to the product (| M} a (m|b.

@I ) = (32 @Ml e ml ) (3 M |v) @) )

meM m/eM

= 3 > @M My ) (i)

meMm/eM

= ) (W M, My [9)

meM

= (V)

We now want to extend U to a unitary operator on all of H® (@ using Lemma
[1.0.12] however we must first identify H with a subspace of H ® Q. There
are many ways this can be done, here we choose the basis vector |1) € @ to
be special, and identify H with H ® Span|1) C H ® Q.

Now consider the following projective measurement on H ® Q:

Py =1, ® |m) (m) (26)



Then the probability outcome n occurs is:

p(n) = W|UTPU |¢)
= (X @M@ tml ) Ig@n) o] (3 M o) @ [m))

meM m'eM
(Y WML @ ml) Y My ) @ [n) ()
meM m/eM
=3 (@M}, (ml) My ) © [n)
meM
= 3 (MM, ) (min)
meM

[
Remark 1.0.14. The defining equation of the linear map may

look opaque. We derive it from a more natural starting point here. See [2]
§Partial Trace] for a justification of the natural isomorphisms used in the
following calculation.

Hom(Q, Hom(H,H)) = Hom(Q @ H, H) (27)
~ Hom(H, H ® Q) (28)

Then, by identifying ) with Q* via the anti-linear, isometric bijection given
by the Riesz Representation Theorem (see Corollary , a linear map
H — H ® Q can be given by a linear map Q — H ® H. We claim that
corresponds under this correspondence to the following linear map.

Q) — Hom(H,H) (29)
|m) — M,, (30)

We now validate this claim. This is a matter of a calculation.

(Im) = M) — (Im) ® [¢) > My [¥))) (31)
— (b= Y My |¢) @ |m)) (32)
meM

See Corollary [2, 1.2.6] for a justification of the last step.
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2 The density operator

Let us consider again the Bell state
1
V2

thought of as the state of a composite system consisting of two qubits. In
Section we thought of this state as having probability 1/2 that the first and
second qubits are in state |0), and a probably 1/2 that the first and second
qubits are in state |1). So what is the probability of the first qubit being in
state |0)? Presumably 1/2, but how do we know this?

In short, we have not been precise enough with how the state of a
combined system reflects the states of the individual systems.

Obtaining this precision will in fact require reformulating the entirety
of what has been done so far, right down to the definition of what a qubit
is... Such expositions are excrutiating, so here we provide a justification. In
the one qubit case, there is no “combined system”, we only have a single
qubit. Thus, Section (1] is perfectly valid. In fact, even in situations where
composite systems are considered, but scrutinising analysis of the subsystems
is not, Section [1| remains valid. For instance, Example was perfectly
precise.

In situations where combined systems are considered and precise analysis
of the indivisual subsystems is relevant, such as Example below, the
formalisation of Section [l is insufficient.

Again, the complication comes from the decision that a composite system
is not described as a product, but rather a tensor product. Had a composite
system been described as a product, then we would have projection morphisms
which would be able to relate the multi-qubit case to the single-qubit case.
Here though, we need some way of moving from the tensor product of several
qubits to a subcollection of qubits. Our tool of choice will be the partial trace
operator.

(100) + [11)) (33)

2.1 Partial trace

For an introduction to the partial trace operator, see [2]

10



Example 2.1.1. We calculate the partial trace of the operator

/]00) 4 [11) £ (00| + (11]

”"( /32 )( NG )

_ 100} (0] + ]00) 11| + [11) (00] + [11) (11]
2

First consider Tracey(]00) (00]). We have, where we write E;; : C* — C?
for the linear map which maps the " basis vector to the ;' basis vector,
and similarly for F}; (just applied to the second copy of C?)

00) (00] = Eoo @ Foo (34)

and so
Tracey(|00) (00|) = Trace(Foo)Eoo = |0) (0| (35)

Similarly,

111) (00| = Epy ® Foy, [00) (11| = Eyo @ Fro, [11) (11] = Ey; @ Fip (36)

and so
Traces(|11) (00|) = Trace(Foo)Er1 =0 (37)
Traceq(|11) (00]) = Trace(Foo)E11 =0 (38)
Traceq(|11) (11]) = Trace(F11)En = |1) (1] (39)
we thus have
Tracey(p) = ) (O ;— D =1/2 (40)

In fact, Example can be interpreted as deriving the state of a
subsystem from a composite system. This involves identifying the state
\%(|00) +|11)) with the operator p of Example[2.1.1] The following definition
generalises Definition in this way, and also generalises further by allowing
for an ensemble of states, each weighted by some probability.

Now we can interpret Calculation as extracting the state of the
second qubit (as an isolated system) from the composite system. We see the
resulting operator corresponds to the state 3(|0) + |1)) which fits what was
said at the start of this section that the state of a single qubit has probability

11



1/2 of being in state |0) , |1) respectively when the combined system is in state
(33)-

Since positive operators on finite dimension Hilbert spaces are Hermitian
(Lemma it follows from the Spectral Decomposition Theorem
that positive operators on finite dimensional Hilbert spaces are diagonalisable.
It follows that if moreover the trace of a positive operator H is finite, then

there exists a finite set of vector |¢)y) ..., |1,) and probabilities py,...,p, €
0, 1] so that
H = p; ) (0 (41)
i=1

Thus we have the following definition of a density operator, which is thought
of as an “ensemble of states”.

Definition 2.1.2 (Intrinsic definition of density operator). Let H be finite
dimensional. A density operator is a positive operator p : H — H with
trace equal to 1.

Definition 2.1.3. Let H = C* ® C? be a composite system given by the
tensor product of two qubits. we have density operator p on H, then tracing
over the first copy of C? (respectively, the second copy of C?) yields the
following operators

Traces(p), Trace;(p) (42)

We observe a few convenient properties of the trace operator, then give
the definitions of measurement and time evolution for density operators.

Once this is done, we can exhibit another interesting phenoma pertaining to
Quantum Computing (Example [2.1.10)).

Definition 2.1.4. The trace of an operator T : H — H is the trace of any
(and hence all) matrix representations of T'.

The trace of an operator can be computed using a unit vector.

Lemma 2.1.5. Let A be an operator on a Hilbert space H and let |¢) € H
be a unit vector in H. We have the following formula:

Trace(A ) (¥]) = (] Al¢) (43)

12



Proof. In general, if |v1),...,|v,) is an orthogonal basis for H, and let A is
an operator on H if we write A|v;) = a1 |v1) + ... + @y |vyn), then we have

(vil Alv;) = ay (44)

and so .
Trace A = Z (v;] Alvy) (45)

i=1

Applying this to the current statement to be proved, let |¢)) be a unit vector
in H and let {|¢)),|va), ..., |vn)} be an orthogonal basis for H (using Gram-
Schmidt, say). Then

Trace(A ) (@) = (¥ Aly) (Y]) + Z (vil Alo) (lvi)

= (Y Al¢)
O

We see now that Section [I| concerned itself with pure states, where we
identify a state vector |¢)) with the operator |¢) (] (that is, we identify the
vector [¢) with the projection onto this vector). We now describe how to
generalise the Definitions of Section [1| to the case of mixed states.

Definition 2.1.6. A measurement on a state space H is a family of linear
operators {M,, : H — H}.mem satistying

S MM=1 (46)
meM

Associated to every measurement and density operator p there is a value
p(m) = Trace(M] M,,p) (47)

which is understood as the probability p(m) of outcome m on measurement

{Mm}mEM
Also, there is a resulting density operator,:

M pM,,

m

N Trace( M, M,.p)

Pm : (48>

13



Definition becomes more transparent when we pick a diagonalisation
of p. Say

p= Zpi i) (i) (49)

We have
plm) = pip(m | )
= Zpi (il MrTan i)
i=1

= Zpi Trace( M, M, |v:) (1))

i=1

= Trace( M, M,,p)

where the last equality follows from linearity of the Trace.
The resulting density operator is:

n ) . T
P 1= Z p(i | m) M ';@l(%')M (50)

we then use Bayes Theorem:

p(i | m)/p(m | i) = pi/p(m) (51)

to obtain:

n

_ My |93) (D] M, MinpM,
o= ;pl p(m) a Z Trace( M.\, Mp)

(52)

i=1

Lemma 2.1.7. For a pure state density operator |¢) (| Definitions
and[1.0.5 agree once ) (Y| has been identified with |1).

Definition 2.1.8. Let H be a state space. A single step time evolution
on H is a unitary operator U : H — H. A single step time evolution of
a density operator p with respect to U is the pair (p, UpUT).

An evolution of H is a sequence of unitary operators (Uy, ..., U,) on H,
an evolution of a density operator p with respect to the evolution (Uy, ..., U,)
is the sequence (p, UpU',...,U, ... UpU] ... U}).

14



Definition 2.1.9. Let H;, H, be two state spaces. The composite state
space is H1®H,. We often describe a state of H; ®Hs using the terminology
“H; is in state p; and H, is in state py”, this simply describes the state
p1 ® p2 € Hi ® Ho.

With this higher level of fidelity in our theory, we can show another
interesting phenomena pertaining to quantum computation.

Example 2.1.10 (Quantum teleportation). Superposition states clearly have
“awareness” of each other, because if we had a pair of qubits which we
prepared to the state

|00) + |11)

V2
and the first qubit was measured and found to be in the state |0), then we
know with certainty that the second qubit is in state |00), as the combined
state |01) is not an option. Again, this fact can be leaned on to provide an
application. The following example shows how a qubit can be sent from one
party Alice to another Bob, by only sending a pair of classical bits, provided
Alice and Bob are in possession of another pair of qubits which together are
in a superposition state.

Consider a pair of qubits which together as a composite system are in the
Bell state

(53)

|00) + |11)
V2
Assume that Alice is in posession of the first of these qubits, and Bob is in
posession of the second.
Introduce a new qubit A which is in some state |¢)) = «|0) 4+ 3 |1). The
system consisting of all three qubits is in state

(54)

1
E(a 0) + 8[1))(|00) + [11))
1
= —5(@10) (100) + [11)) + B 1) (100) + [11)))

Alice applies the following unitary matrix (which is written with respect to
the ordered basis |00), |01),]10),[11))

1 000
0100
0001 (59)
0010



to her pair of qubits, resulting in the following state:

1
75 (@10 (100) + 1)) + 811} (110} +[01))) (56)

Then she applies the following unitary matrix to her first qubit

1 /1 1
a4 o0
resulting in the following state.

(@(]0) + [1))(J00) + [11)) + B(]0) — [1))(|10) + ]01))) (58)

DN | —

This state can be rewritten as follows.

%( 100) (a[0) + B 1)) +101) («[1) + 5]0))
+[10) (|0) — B 1)) + [11) (a [1) — 31]0)))

Now, Alice can perform a measurement on her two qubits, and depending on
which outcome [00),]01),|10),|11) the state of Bob’s qubit is respectively
a |0y + BI1) 1) + B10), a]0) — BI1), 1) — B o).

Alice can then send Bob the classical bits 00, 01, 10, 11 respectively indicating
that Bob should apply the Unitary matrix respectively I, X, Z, Z X, recovering
Alice’s qubit ) = «|0) + 51).

2.2 Environment

A system interacting with an environment can be modelled as a composite
system where one of the systems is the original one in question and the other
is the environment.

However, there are particulars we want to consider. We do not want
to allow for non-pure states between the system and the environment, and
we specifically want to trace over the environment each time. The correct
definition is that of a quantum operation given below.

Definition 2.2.1. An open quantum system is the tensor product of
two state spaces H, ® H. where H, is the principal system and H. is the
environment.

16



Definition 2.2.2. The time evolution of an open quantum system is
that of Definition [1.0.10| where an open quantum system is thought of as a
composite system (Definition [1.0.3).

A quantum operation on an open quantum system H, ® H. is a triple
(€, pe, U) consisting of an operator

€ : Hom(H,, H,) — Hom(H,, H,) (59)

a state p. € H. and a unitary operator U on the entire open quantum
system H, ® H.. This data is required to satisfy the following for all p €
Hom(H,, H,).

E(p) = Tracen, (U(p @ p)U") (60)

Remark 2.2.3. Let H, ® H. be an open quantum system and let |1) , ..., |n)
be a basis for H.. We think of |1),...,|n) as operators C — H, and write
id® |i) for the composite H, — H, ® C — H, ® H.. We have for any
operator f : H, ® H. — H, ® H, that

n

Tracey, (f) = ) _(id@ (i) f(id @ i) (61)

i=1
See [2] for background.

We let |1),...,|n) be a basis for H, and use to rewrite in the
special case where p, = |j) (j|.We have

E(p) = Tracey, (U(p® 5} (j1)UT) (62)
ZZ(id®<i|)(U(P®\j> GhuhHd® i) (63)

Now we make the observation that

p@17) (il = (p@id)(id®|j))(id® (j|) (64)
= (i[d® 7)) (p®id)(id® (j|) (65)

17



Substituting into we obtain:

n

Y e iUl Ghuhideli)

i=1

= Z(id@ (IDUGd@ 7)) (p@id)(id® (j))U'([d® 7))
= Z(id ® (iU (d® 7)) (d® (U (id @ i)

= zn: E;pE!
=1

where E; = (id® (i])(U((id ® |)).
We thus have a second Definition of a quantum operation:

Definition 2.2.4. Given a state space H (notice, we do not ask for an
open quantum system), a quantum operation is a pair (£,{F,..., E,})
consisting of an operator

€ :Hom(H,H) — Hom(H, H) (66)

and a finite set {Fy,..., E,} of operators on H subject to the following
conditions, where p € Hom(H, H) is arbitrary.

E(p)=>_ EipEl, Y ElE=1I (67)
=1 =1

We now have two different definitions of quantum operations, Definition

and Definition We have already seen in Remark how to

obtain a quantum operation in the sense of Definition [2.2.4] given a quantum
operation in the sense of Definition [2.2.2, now we show the converse.

Remark 2.2.5. Let H be a state space and { £y, ..., £, } a quantum operation
on H. We introduce the Hilbert space (C?)®" which we denote by H,. and
define the following unitary operator.

U:H— HH. (68)
) S Bl @ i) (69

18



We show that this is unitary.

(WU |v) = ZwIET <j|>ZEi|w>®|z‘>

ZZ (| ENE; |v) (41%)

7j=1 =1

(V| E{ By, [¥)

M:

k=1

DY)

We identify the space H with the subspace H ® Span |1) C ‘H ® H., where
|1) € H is an arbitrarily chosen vector in H., and hence by Lemma [1.0.12

the operator U extends to a unitary operator on all of H ® H.. The next
step is to show the following for density operator p := """, p; |:) (¥il:

/\

o, (U(p @ 1) (1)U = Z Exp] (70)
This is shown by the following calculation.

tr, (U(p® 1) (1YUT) = trHe(U(Zm i) (il @ 1) (LHUT)
= trm('z piEj W) (Wil Ef © 1) (k)

=ty ( Z E;pE] ® (j|k))

7,k=1

= trHE(i EpEl @ 1) {I])

=1

= EpE|
=1

3 Error correction

The more informed two parties are, the more communication may be prone
to error while still sustaining certainty on the intended message. This is
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because both parties can “error correct” the other.

Throughout, H denotes a qubit C?, that is, the complex Hilbert space
C2.
Definition 3.0.1. A message is a state [¢)) € H®", for some n. An error is
a pair of states (|¢) , |¢)) where |p) , 1)) € H®" for some n, note that an error
may be such that |p) = |10). The message |¢) is the intended message and
|4) is the received message.

Definition 3.0.2. An n-encoding of a single state (sometimes just an
encoding) is an injective linear map ¢ : H — H®". An n-encoding of a
message |m) € H®" is an n-encoding ¢ along with a message |m) € H®"
for which there exists |m/) € H®* satisfying «®* |m’) = |m).

Definition 3.0.3. A quantum error correcting code (QECC) is a pair
Q = (H, S) consisting of a state space H along with a set of operators S on
H. The elements of S are the stabilisers. The codespace H° of Q is the
maximal subspace of ‘H invariant under all the operators in S.

In Section [5[ we will present a method for proving when a set of vectors
generate the codespace of a quantum error correction code.

3.1 Examples

Throughout, H denotes a qubit C2, that is, the complex Hilbert space C2.
Definition 3.1.1. We define the following operators:

v (1) v (1)

(0 8) ne(t )

The matrices X,Y, Z are the Pauli matrices, and H is the Hadamard
matrix.

We make the passing observation that all of XY, Z, H square to the
identity matrix. The basis vectors
1 1
— —(]0) — |1 71
7 \/ﬁ(l ) —11) (71)
are the Bell states and are denoted |+),|—) respectively. Notice that as
already stated, H> = I, so H |+) = |0) and H |-) = |1).

H10) = —=(10) + 1)), HI[1) =
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Definition 3.1.2. The standard basis |0),|1) of H induces a basis of H®"
we denote [0) ® ... ® [0) by |0...0), etc.

Notation 3.1.3. Given a Pauli matrix W € {X,Y, Z} the operator on H®"
given by the tensor product consisting of W in the i*® slot (for i < n) and
the identity operator in all other slots by W;. For example, the operator Z;
on H®? is the operator Z @ I ® I.

Given a collection of Pauli matrices W;,, ..., W; € {X,Y, Z} where 0 <
11 < ...<1y, <nwedenote by W;, ... W, the composition W; o...o W, .
For example, the operator Z; Z, on H®? is the operator

(Z@I®D)o(I®ZR)=2Z®2Z®1: H® — H® (72)

Consider the bit flip encoding

BitFlip : H — H*? (73)
|0) — 000) (74)
1) — |111) (75)

then an encoding of a message with respect to this encoding might be [000111000),
but could not be |000111001). We call Encoding [73| the bit flip encoding.
As another example, we consider the phase flip encoding.

PhaseFlip : H — H®3
]0> — H— + +>
1) —|===)

Definition 3.1.4. A bit flip error is an error (|¢),[)) where |¢) is an
encoding of a message with respect to the encoding BitFlip®™ for some m,
such that X |¢) = [¢) for some i.

A phase flip error is an error (|p),|¢)) where |¢) is an encoding of a
message with respect to the the encoding PhaseFlip®™, such that Z; |¢) = |¢)
for some 1.

Let (J¢),|¥)) be a bit flip error. The following algorithm takes as input
|¥) and reconstructs |¢):

Algorithm 3.1.5 (Bit flip correction). Input: a received message [¢),
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1. perform the following projective measurements:
(Y| Z1Z5 |9p) with resulting state |¢), (76)

followed by
(W' ZaZs ) (77)

let (r1,72) be the pair of results from these measurements.

2. It will be shown that 7,7 € {1,—1}, and the resulting state of the
second measurement is [1).

3. Now retrieve |¢) based on the values of 71, ry:

o if (r1,79) = (1,1), return [¢),

o if (ry,7r9) = (—1,1), return X [¢),
o if (ry,79) = (1, —1), return X3 |¢),
o if (r,r2) = (—1,—1), return X, |[¢))

We now prove correctness of Algorithm
Proof. 1t will be helpful to first notice:

7175 1000) = [000) Z17,1001) = |001)
Z1751010) = —(010) 7175 |011) = —[011)
Z175]100) = —[100) Z17,]101) = —|101)
Z175]110) = [110) Z17,|111) = |111)

Let 1) := a]010) + b|101) be a state, ie, an element of H®3. We perform
the measurement Z; Z; followed by Z5Z3:
(Y| Z1Z5 |00y = (a {010] + b (101|)Z1 Zo(a |010) + b|101))
= (a(010] + b(101|)(—a|010) — b |101))
=—a’ -0 =-1
and
(| ZoZs |1y = (a(010] + b (101|) Z1 Z2(a|010) 4+ b |101))
= (a(010] + b(101|)(—a|010) — b |101))

=—a-b=-1
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We can infer from the fact that both of these came out as —1 that it was the
second bit which was flipped, and so we can correct this. However, what is
the impact of this measurement on the state? Again we calculate:

71 Z5(a]010) + b|101)) = Z,(—a |010) + b|101))
= —a|010) — b|101)

and
ZyZ5(—a]010) — b |101)) = Z5(—a |010) + b|101))
= a|010) + b|101)
and so the measurements (in the end) did not impact our state. ]

Later, using the theory of stabiliser codes, we will show that in fact single
bit flip errors form the full set of correctable errors using 71 Zs, Z1Z3, Zs Zs5.

Let (|¢),|¥)) be a phase flip error. The following algorithm takes as
input [¢) and reconstructs |p):

Algorithm 3.1.6 (Phase flip correction). Input: a received message |1):

1. perform the following projective measurements:
(1] X1 X3 |¢p) with resulting state [¢)) (78)

followed by
(V'] X2 X3 [Y) (79)

let (r1,72) be the pair of results from these measurements.

2. It will be shown that 7,75 € {1,—1} and the resulting state of the
second measurement is |1)).

3. Now retrieve |¢) based on the values of 71, 79:

( ) = (1, 1), return [)),

( )= (—1,1), return Z; |¢))
(r1,7r9) = (1,—1), return Zs ),
( )= (—1,—1), return Zs |¢))
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Proof. In fact all our work is already done. We simply note that Z |4+) =
|—),Z|—) = |+) (and so phase flip acts like bit flip for |+),|—)), and that
in general

H®"Z,, ... Z, H*" = X,

i1 v -

. X

]

(80)
The result then follows from the proof of correctness for Algorithm [3.1.5 [

What if we wanted to correct an error where we knew the received message
corresponded to the intended message by either a bit flip or a phase flip. This
can be done by combining the two approaches above. Define the following
encoding;:

Definition 3.1.7. The Shor encoding is:

Shor : H — H®? (81)

where

Shor(|¢)) = BitFlip o PhaseFlip [¢) (82)
Algorithm 3.1.8. On input [¢):

1. Perform the following projective measurements:

(Y| Z1Zy |¢b) with resulting state |¢)
(| ZoZs |Y") with resulting state [))
(| Z3Z, 1Y) with resulting state [1")
(W'| Z4Z5 |y with resulting state [i))
(V'| ZsZg |1b) with resulting state [¢")
(| ZgZ7 |y with resulting state [))
('| Z7Zg |1) with resulting state [¢"")
(W' ZgZg |Y"") with resulting state |1))

let (ry, 72, 73,74, 75,76, 77,78) € Z5 be the results from these measurements.
Notice that there are only three possibilities, all entries are 1, exactly
one entry is —1 in which case it is either 7, or rg (with the rest equal
to 1) or exactly two values are —1 and the rest are 1 in which case the
two —1 entries are neighbours.
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2. Then perform the following measurements:

(] X1 X2 X3X 4 X5X¢ |[¢) with resulting state [)
(V| X4 X5 X6 X7 X Xg |1y with resulting state |¢)

let (s1,52) € Z2 be the result of these measurements.

Now retrieve |p) based on the values:

(r1,79,73,74,75,76,T7,78) | (S1,52) Return
(1,1,1,1,1,1,1,1) (1,1) |v)
(—1,1,1,1,1,1,1,1,1) (1,1) Xﬂlﬂ)

(=1,—-1,1,1,1,1,1, ,1) (1,1) X2‘T/J>
(1,1,1,1,1,1,1,—1,—1) (1,1) X8|¢>
(1,1,1,1,1,1,1,1,—1) (1,1) Xg|¢>
(1,1,1,1,1,1,1,1 (—1,1) |v)
(—1,1,1,1,1,1,1,1,1) (—171) 10973 X |¢>
(—1,-1,1,1,1,1,1, 71) (—1,1) L1497 Xs ’@b)
(1,1,1,1,1,1,1,—1,—1) (—1,—1) YAVAYAD.C |¢>
(1,1,1,1,1,1,1,1,=1) | (=1,=1) | Z4Z5ZXo |0))
(—1,1,1,1,1,1,1,1,1) (—1,—1) YAVAYL .S |¢>
(—1,-1,1,1,1,1,1,1,1) | (=1,=1) | Z4Z5Zs X2 |0)
(1,1,1,1,1,1,1,—-1,-1) | (—=1,=1) | Z4Z5Z6 X5 |¥)
(17 kit Mt Bl 717—1) (_17_1) Z4Z5Z6X9 |1/1>
(1,1,1,1,1,1,1, =1, =1) | (—=1,=1) | Z4Z5Zs X5 |®))
(1,1,1,1,1,1,1,17—1) (—1,—1) YAVAYLD. € |¢>
(—1,1,1,1,1,1,1,1,1) (—1,1) YAIAVAD.S ’¢>
(=1,—-1,1,1,1,1,1,1,1) (—1,1) )

L7379 Xo |1

(LLL,1,1,1,1,—1,-1) | (=1,1) | Z+ZsZeXs |¥)
(L1,1,1,LL1,1,—1) | (=1,1) | Z:ZsZ9Xs |0))

Proof. That the Shor algorithm corrects bit flip errors is obvious.
Now assume a single phase flip error has occurred, and no bit flip error
has occurred. The core observation is the commutativity of the following
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diagrams for any |v) € {|0),|1)} (where we think of any “ket” vector |v) as
a map k — |v)). We have written BF for BitFlip:

[v) (v

k > H S H > ko
83
[vvv) BE BE (v ( )
{3 _XEXZEX  mes

A similar Diagram but with X ® XZ ® X replaced by XZ ® X ® X or by
X ® X ® XZ also commutes. Thus, if [¢)) = Z; |¢), defining

1, i=1,23
s(i) =142 i=4506 (84)
3, i=17,89

we have
(m| BF®*T ZI X, X, X3 X4 X5 X6 Z: BF®? [m) = (m| Z] ) X1 X2 Z.y Im) ~ (85)

and so we can treat each “block” of three states as a single state, so we know
how to interpret the measurements (si, s5). The last observation to make is
commutativity of the following Diagram for all i = 1,2, 3

H®3 Zi_ ., g®3
BF BF (86)
H®? Z3i—243i-1243; HE9

Now say a combination of a bit flip and a phase flip error occurred. That is,
say |¢) = Z;X; |p). The error correction will first correct the bit flip which
reduces to the previous case. In other words, X7 |¢) = |¢) is in the image of
BitFlip. 0

4 General error correction

This section is the climax of this document, and Theorem is the climax
of this section. It presents the general error correction conditions as advertised
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in the Introduction. That is, Theorem present necessary and sufficient
conditions for a set of operators to be correctable, in the sense made precise
by Definition [4.0.4]

To prove Theorem [4.0.9| we go back to definition of a density operator and
of quantum operators and make the observation that we did not describe a
canonical presentation of either. That is, a density operator is an operator
which admits a certain form, and likewise for quantum operators. Choices
of presentations of particular density and quantum operators are not unique.
Our first goal is to establish how two distinct presentations relate to each
other. See [II, Page 103] for an example of two different diagonalisations of the
same density operator. The following Proposition describes the relationship
between these different diagonalisations.

Proposition 4.0.1. Let p = Y"1 p; [U;) (Wi], where |¢1), ..., |t,) is some
explicit choice of vectors, be a positive (and hence diagonalisable) operator
on a Hilbert space H. Let |1),...,|m) be an orthonormal set of vectors so that
p written as a matriz with respect to |1),...,|m) is diagonal. Let Ay, ..., A,
denote the eigenvalues corresponding to the eigenvectors |1),...,|m). Let r

denote max{n,m}. Then there exists a unitary matriv A = (a;;)1<ij<r SO
that for alli=1,...,n

pilibs) (il =D aih; 1) (il (87)
j=1
Proof. 1f n < m then can define |¢, 1) = ... = |t,) =0 and p,y = ... =
pm = 0 so that it is sufficient to consider the case when n > m.
Since [1), ..., |m) form an orthonormal basis for H we can write for each

1 =1,...,n the following, where a;1, ..., a;, € C

n

Vi ) =Y ag/17) (88)

j=m
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Hence we have the following calculation.
p= pilv) (Wl (89)
i=1
=D Vi) VB (W (90)
i=1

=33 asa@y/ A 1) (] (91)

i=1 j,j'=1

= ZM ) (k] (92)

It follows from this that » 7" _ ;@ = 0if j # j' and Y77 aj a5 = 1.
Thus, if m = n the matrix (a;;)i1<ij<n is untary. If m > n then we define
a;; =0for j =n+1,...,mand ¢=1,..,m and arrive at a square, unitary

matrix. 0

Corollary 4.0.2. If p = 37" pi [¥i) (il = 3272, 45 1w)) (@s] and r denotes
max{n, m} then there is a positive operator then there exists a unitary matriz

A = (ai)1<ij<r (93)
so that for alli=1,....n
pil) (il =Y aija; lps) (5] (94)
j=1
Moreover, in Section , the choice of operators { £, . . ., E, } for a quantum
operation was also not given a canonical form. Indeed, the operators { £y, ..., E,}

are not uniquely determined by the operator > . EJ pE;. The following
proposition classifies this discrepency.

Proposition 4.0.3. Let {E, ..., E, } and {Fy, ..., F},,} be two sets of operators
on a Hilbert space H so that for all positive operators p on H we have

> BwE! =Y Fof! (95)
i=1 i=1
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If r denote max{n, m}, then there exists a unitary matriz (a;;)i1<; j<, so that
for each i =1, ...,n we have

j=1
The converse also holds.
Proof. Say the dimension of H is k and [1),...,|k) is an orthonormal basis.

The proof will proceed by introducing a new Hilbert space, Q, which is freely
generated by |1), ..., |k) and then we define a positive operator ¢ on H @ Q.
We then appeal to Corollary

Let |a) denote the vector ) ., |i) ® |i) € H® Q. For each i = 1,....k
define the following vectors in H ® Q.

k
lea) =) Eilj) @15) (97)
j=1
k
i) = Filj) @13) (98)
j=1
Define the following operators on H ® |Q).
> les) (eil (99)
i=1
Z |fi) {fil (100)
i=1

The operators (99)), (L00) are equal, which we now justify. Notice first that
for any j = 1, ..., k the operator |j) (j| is positive, as for any |1)) € H we have

(W17} Gle) = [{l) [ > 0 (101)
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This along with justifies (104)) in the following calculation.

ém&wéi;wmw@mm (102)
-3 (Sanui)enyl o
%ifiﬂWWﬁWWW' (104)
= ij |£:) (i) (105)

Thus, by Corollary 4.0.2] if r denotes max{n,m}, there exists a unitary
matrix (a;;)1<ij<r so that for each ¢ = 1,...,n we have the following, where
if m >n we set |fop1) = ... = [fm) = 0 and if n > m we set a;pq1) = ... =
Aim = 0.

lei) = Z aij | f5) (106)

It now remains to show that F; = 377, a;;F;. To do this, we use the

following trick. Let |[¢)) € H and write |¢) = aq |1) + ... + ax |k). We
let consider the linear functional 3%, a; (I|. We consider also the linear
function idy ® (j| : H ® Q — H. This has the following property.

(idH®(Zo¢z <l|)> lei) = D Eili) @ Y e i) (107)

=Y aiEili) (108)

= E;[¢) (109)
Combining this calculation with (106]) we obtain (96).

Now we prove the converse, this is a simple calculation.

Zn: FipF] = Zn: aijajiEipE;r = ZH:EUOEJ (110)
=1 i=1

i,5,4'=1
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Necessary conditions for quantum error correction follow as a corollary

to Proposition [£.0.3]

Definition 4.0.4. Let H be a Hilbert space and (£, {E1, ..., E,}) a quantum
operation over ‘H and let C' C H be a codespace (that is, C C H is a
subspace). The quantum operation £ is a correctable set of errors for
C' if it satisfies the following condition: let |1),...,|l) denote an orthonormal
basis for C. Let H. denote the complex Hilbert space freely generated by
1), ,...,|n),. There exists a quantum operation R = {Ry, ..., R,,,} along with
a set of complex numbers {a;x}1<j<ni<k<m SO that for each i=1,..,n we

have the following, where [1)_,...,|m), is a basis for the free complex Hilbert
space of dimension m.

ZZRkE| ® 7). ® k), ®ZZO‘J/’C|J ® |k), (111)

j=1 k=1 k=1 =1
there, p: C' — (' is an operator on C.
Remark 4. O 5. By Lemma “ 6| below, condition 1)) implies that there

=J 0t s >

RLE; i) = /A i) (112)

In other words,

Ry E; |i) (i| EIR] = Ay |i) (i) (113)
This is what [1] mean when they write the condition
R(E(p)) ox p (114)

there, p is a positive operator.

Lemma 4.0.6. Let (H,Q) be a pair of Hilbert spaces, let |1),...,|n) and
11),...,|m) respectively be orthonormal basis vectors for H,Q. Also, for
each j = 1,...,m let M; be a bounded linear operator on H. If there exists
a1, ..oy € C s0 that for all i =1, ....,n we have:

ZM! ® 17 = 1i) (Zam) (115)

then there exists Ay, ..., A\ € C so that for all j =1,...,m
M iy = Aj l4) (116)
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Proof. For each j =1,...,m write

M iy = By7 (1) + ...+ B |n) (117)
Then we have
SMD@15) =) (B + ...+ B n) @)
j=1 j=1
=> > B @|j)
j=1 i'=1

which by assumption is equal to

e (X alh) =D alel) (118)

It follows that Bf,’j = 0 if i’ # 4. The result follows. ]

In light of Remark we may make the following, equivalent definition
of a correctable set of operators (Definition |4.0.4]).

Definition 4.0.7. Let (£,{E, ..., E,}) be a quantum operator on a Hilbert
space H and let ¢ C H be a codespace. The quantum operator is a
correctable set of errors if there exists a trace-preserving quantum operator
(R,{Ri,...,Rn}) and a complex number A € C so that for any positive
operator p : C' — C' the following holds.

R(E(p)) = Ap (119)

Remark 4.0.8. In Section 3.1l we considered error correction codes which
had “multiple steps”. For instance, the bitflip error correcting algorithm
(Algorithm has two diagnoses involved, first that from the measurement
Z1Z5 and then that form the measurement Z5Z3. In Definition we ask
for more than this, we ask that there exists a single quantum operator R
which in the proof of Theomem below we will see involves a single
diagnosis.

Thus, we will not extract the exact algorithms considered in Section [3.1
from the general theory of this section. We can however apply the result
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of this section to the cases considered in Section to obtain something
different, we do this at the end of this section.

The flow of content for this document should thus be read as follows: in
Section |3.1|we saw that error correction (in some sense) was possible for some
particular examples, and in this section we classify when error correction in

the sense of Definition is possible.

Theorem 4.0.9. Let H be a qubit and C C H a codespace, ie, H is (C®2)"
for some n and C' C H s a subspace. Let P denote the projection onto C.
Suppose £ is a quantum operation (Deﬁm'tion with operator elements
{E1, ..., E,}. Then there exists a trace preserving quantum operation R which
corrects £ (Definition if and only if there exists a Hermitian matrix

A = (vij)1<ij<n satisfying
Vi,j=1,...,n PE/E;P = a;P (120)

Proof. First we show that these conditions are necessary. If R exists, that
is, if there is a collection of operators {Ry, ..., R} on H so that for all p €
Hom(H, H) there exists a family of complex numbers {\;x}<j<ni<k<m SO
that

RyE;PpPE!R} = \;PpP (121)

This is because PpP is an operator on C. In other words, there exists A € C
so that
R(E(PpP)) = APpP (122)

Let i € C be a complex number so that u? = A. The two operators induced
by the sets {RiE;P}1<j<ni<k<m and {uP} together satisfy the hypothesis
of Proposition [4.0.3] Consider lexicographic ordering on the set {(j, k) | 1 <
Jj <n,1 <k < m} induced by the standard order < on the integers. With
respect to this indexing, there exists a unitary matrix (@i ok )1<j.j/<n,1<kk’<m
subject to the following.

RkEjP: Z akj,k/j/,uP (123)
(K",3")
It follows that
PEJRLR]CEJP: Z Z ak,/i/’kz‘akxk//j/,uﬁp (124)
(k/,’i/) (k’”,j/)
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Now we set .
=)D D Wwmary i
k:l (k/7i/) (k//’j/)
and sum ([124)) over all & to obtain

PE!E;P = a;; P (125)

as required, it is easy to see that (a;)1<;j<n is Hermitian.

Now we prove sufficiency.

First we simplify the error correction conditions by diagonalising the
Hermitian matrix A. Let D be diagonal and U unitary such that D = UTAU.

Denote the entry in row ¢ and column j of U by w;;, similary for uj] For each

k =1,...,n we define operators Fj, = >""" | u;; E;. Notice that by Proposition
[4.0.3] we have

S Rl = Y BBl (126)
i=1 i=1

We then calculate, for k,1 € {1,...,n}:

PF/FP =Y ulu,PEE;P (127)

1,j=1

Substituting (120) we have PF]FjP = >t ul.a;juy P oand since D =
UTAU we obtain:

PFF,P = dyP (128)
Now we make use of polar decomposition (Theorem [A.2.16]). There exists
for each k = 1,...,m a unitary matrix Uy such that F,P = Uk\/PFkTFkP =

ViU P. We define P, = UkPU,I, these operators P, are the syndrome
measurement. We will make use of the following observation.

Py, = F,PU! /\/d (129)

We define R = {U] P, ..., U} P, } with corresponding operator R(p) = 31, Ul P,p P,U;.
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We now have the following incredible calculation.
R(E() = S U'PEpE! P,
ij=1

= Y UIPFpF!PU; By (26)

ij=1

= Y UIPIF,PpPFP,U;

ig—1
— Y UIU;PF/F,PpPF}F;PUIU;/d;; By (129)
1,7=1
= djipdij/d;; By (128)
ij=1
= Zduﬂ
=1
x p

O
Definition 4.0.10. The equations (({120]) are the error correction conditions.

In Section |3.1] we looked at some specific examples of quantum error
correction codes, in particular we looked at the bit flip algorithm (Algorithm
. We show here how this particular example fits into the general theory
presented in this Section.

Example 4.0.11. The operator elements in question are {I, X7, X5, X3}.
The appropriate projector P is P := |000) (000| 4 [111) (111]. We let E; =
I,E; = Xy,F3 = X5, Fy = X3 and notice that for i, = 1,...,4 we have
PE;r E;P = ¢;;P. So the identity matrix I can be taken as the appropriate
Hermitian operator A.

We now run through the proof of and see how it works in this
particular setting. We have that A = [ is already diagonal so Fy, = Ej.

Moreover, we have that 4/ PF,IFkP =+ PP = P and so the polar decomposition
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of F,P is F},P (as Fj, = Ej is unitary). We thus have:

P, = IPI" = P = |000) (000] + |111) (111]
P, = X, PX; = [100) (100| + [011) (011
Py = X,PX, = [010) (010] + [101) (101
Py = X3PX3 = [001) (001 + [110) (110

Thus R = {IPl,leg,X2P3,X3P4}I

IP, = PI'" = P = |000) (000| + |111) (111]
X, P, = PX; = [000) (100| + [111) (011
X, Py = PX, = [000) (010] + [111) (101
X3Py = PX3 = [000) (001] + [111) (110

and so
R(p) = PipPy + X1 PapPa X1 + X5 PspPs Xy + X3 PypPy X (130)

As anticipated by Remark [4.0.8] we see that (130)) is distinct from Algorithm

5 Stabilisers

We provide a means for determining when a vector subspace consisting of
correctable errors is the largest such. That is, we establish a method for
proving that a set of vectors span the codespace of a QECC (Definition
3.0.3).

Throughout, H denotes a qubit C2, that is, the complex Hilbert space
C2.

Recall the Pauli operators of Definition |3.1.1]

) () ()

Recall also our notation that, for example, Z; Z5 on H®3 denotes the operator
Z ® Z ® I, see Notation [3.1.3]
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Definition 5.0.1. Let n > 0. The n**-Pauli Group, denoted G, is the set
of operators H®" — H®" generated by of all operators £1,il, X;,Y;, Z; for
j=1..n.

Definition 5.0.2. Given a subgroup S C G, of the Pauli group G,, we
denote by V¥ the subspace of H®" which is invariant under the operators S.
That is, [1) € V¥ if and only if

VW e S, W [p) = |4) (132)
Denote by 2 the following Pauli operators
2 ={1,X,Y,Z} (133)
For an arbitrary element g € G,,, let g1, ..., 9, € Z be such that
g=ag1 ®...Q¢,, «oc{l,—1,i —i} (134)

then the sequence gy, ..., g, is the unique such, and we denote a length 2n
sequence & = (1, ..., Ta,) in Z2" by r(g) defined by the following schemata:

e 1; = 1 if and only if g, = X
e z;.,=1if and only if g, = Z,
o v, =z, =1ifand onlyif g, =Y.

Given a set {gi,...,gr} of elements of the Pauli group, the check matrix
is the k x 2n matrix whose j™ row is r(g;). The check matrix is denoted

Check(g1, .., gk)-

Observation 5.0.3. Let (g, h) be a pair of elements of G, and let ¢y, ..., g, b1, ...

Z" be such that

g=a91®...®¢,, «aci{l,—11i —i}
h=ph®...®h,, Be{l,—1,i,—i}

we see that g and h commute if and only if the number of times g; and h;
are distinct matrices with neither equal to the identity is even.

A (? é) (135)

we have the following Lemma.

Defining

37

yhn €



Lemma 5.0.4. Let (g1,92) € G,. Then g1, g2 commute if and only if
r(g1)Ar(g2)" =0 (136)
Rough sketch. The form of r(g,):
r(g))=(XorYing | ZorY ing) (137)

and similarly for r(g2). Thus we have

: . ZorY in
r(g1)Ar(g2)" = (X orYing, | ZorY ing) (X or V in ‘ZZ) (138)

This contains the data of the requirements specified by Observation[5.0.3] [
The Check matrix is useful for more:

Definition 5.0.5. A set of elements g1, ..., g. € G, of the Pauli group G,, are
independent if the for any 5 we have, where we write g; for the omission of
gi:

<gly-'-7gr> # <gl,-.-,gj;”-7gn> (139>

(here, the notation (g1, ..., g,) denotes the group generated by these elements).

Lemma 5.0.6. Let g1,...,9. € G, be a set of elements such that —1 &
(g1, .-, gr), then the elements g1, ..., g, are independent if and only ifr(g1), ..., 7(g)
and linearly independent (over the field Z, ).

Proof. See [1, Page 457, Proposition 10.3] ]
The following Lemma will be used to calculate the dimension of V*:

Lemma 5.0.7. Let g1, ..., gx be independent elements of the Pauli group G,
and denote by S the group they generate. Assume —I & S. Then for each i =
1,....,k there exists g € G, such that g anti-commutes with g; and commutes
with all g; satisfying i # j.

Proof. The set r(g1), ...,7(gx) is linearly independent by Lemma [5.0.6, thus
the check matrix of g1, ..., gr has k linearly independent columns. So, there
exists a vector x € Z& such that

Check(gy, ..., gn) Az = €; (140)
where e; is the i'! standard basis vector of Z5. Let g be such that r(g)? = z.
The result follows from Lemma [5.0.6] O
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Theorem 5.0.8. Let S = (g1, ...,q1) € G, and say —1 € S. Then dimV*° =
onk,

Proof. We notice that (1/2)(1 4 g;) is the projector onto the +1-Eigenspace
of gj. We let © = (1, ..., ;) € Z5 and define the operator

P =1/2" T[T+ (-1)"g)) (141)

Jj=1

By Lemma we have for each g; there exists g,; such that g.,g;9; L= —g,.
Let g, = guy - - - Ga,,, then

Thus there is an isomorphism
im P% = im P (142)
Since im Pg = Vg we have dimim P¢ = dim V. Finally we note that
I=> P (143)
z€Zk

The operator I is a projector onto an n-dimensional space, and ), P§ is
2

a sum of 2* orthogonal projectors all of the same dimension as Vg, thus the
only possibility is dim Vg = 277+, [

Application 5.0.9. In the context of the bitflip error correction, we have:
S = (7175, ZyZ3) C G3 (144)

It is clear that
V' D Span{|000) , [111)} (145)

Now we want to use Theomre to prove that in fact holds up to
equality.

Since 217y, ZyZ3 are 2 independent generators for S, it follows from
Theorem [5.0.8] that

dim V* = 2*7% = 2 = dim ( Span{|000) , [111)}) (146)
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A Operator Theory

A.1 Adjoint operators

We will be chiefly concerned with the Hilbert space ¢? but we work in a more
general setting for now. A Hilbert space will always mean over C. Associated
to every operator between Hilbert spaces is an operator between their dual
spaces:

In general, if 7 is any inner product space over C and we have two vectors
x,y € I then we can consider the projection of y onto x which is given by

Proj, (z) := {.9) v (147)

Thus, if U C 7 is a one dimensional subspace spanned by a unit vector
u € U then the projection of any = € Z onto u is given by the simple formula
(x,u)u. The following Lemma shows what we can say when the subspace is
of arbitrary dimension but with U closed:

Lemma A.1.1. Let H be a Hilbert space and U C H a closed subspace. Then
H=UgU"*
Proof. We will define a projection

Pp-H—U
zr— inf{|lz —yl| |y € U}
We let d denote inf{||z — y|| | y € U}. By definition of inf there exists a
sequence (z,)%, of elements in U such that lim,,_, ||z — z,|| = d. Since
U is closed it is complete and the norm is continuous so it suffices to show

that the sequence (z,,)5%, is Cauchy. This can be done for example using the
parallelogram identity: for all n,m > 0:

120 = 2l * + [[(2 = 20) + (& — 2) I = 2||2 — 20| + 2l|z — 2|[* (148)

As given € > 0 there exists N > 0 such that ||z — z,||* < d* + €*/4, for
n > N. Thus

120 — 2l [* = 2l|2 — @l |” + 2] |2 — 2wl * — 4]z = |[1/2(2n + zm)|[*
<Ad* + € — 4|z — 1/2(zn + )| ]2
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which since 1/2(z,, + z,,,) € C we have d < ||z — 1/2(x,, + 2,,)||, proving
()2, is Cauchy. This also shows linearity.

It remains to show  — Py(z) € Ut. To do this, we will consider the
family of vectors ¢(t) = (1 —t)Py(z) +ty, (t € R) and analyse the derivative
of ||z — y:||* at t = 0.

Consider the composition

v:R—R (149)
t— ||z —c(®)])? (150)

We can write v in a more explicit form:

V() = llv = Pu(z) + t(y — Pu(x))I]*
= (2= Pu(a) +ty — Pula)), = — Py(@) + t(y — Pu()))
= |lz = Pu(2)|* — 2t Re(z — Py (), y — Pu(2)) + *|ly — Pu(=)]]
which is clearly differentiable and has derivative —2 Re(z — Py (x),y — Py(z))
at t = 0. Since Py(x) (which equals ¢(0)) is a minimum of (¢) we have that
Re(x — Py(x),y — Py(z)) = 0. This holds true for arbitrary y € U and lastly

we have

{y—Fu(e) [yeU}r=U
thus for all y € U:
Re(z — Py(z),y) =0 (151)
This shows that x — Py(x) € U+, O

Given a Hilbert space H there is a map

O:H — H (152)
Notice that in order to produce a linear functional, it was important we
put b in the second argument, we must define ® so that ®(b) # (b, ). By

anti-linearity of the second argument of the inner product we have that & is
anti-linear, and moreover is injective as

o(b) = () = (_,b) = (L, V)
= V0" e H,(d",b—b") =0
= in particular, (b — V', 0 —b') =0
—=b—-V =0
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In the special case where H is finite dimensional, we automatically have that
this map is surjective as it is injective, and any anti-linear, injective map
between two finite dimensional spaces of equal dimension is automatically

surjective. More generally, if H has arbitrary dimension, then for any y € H
the map (_, y) is bounded (see Remark|A.1.5)) so the image of ® is contained in

—)

the set of continuous linear functionals, the following establishes the reverse
inequality:

Theorem A.1.2 (Riesz Representation Theorem). Let H be a Hilbert space.
For every continuous linear functional ¢ € H* there exists a unique element
h, € H such that

= (_ hy) (154)

Moreover, we have

ol = || he||m (155)

We will use the following Lemma:

Lemma A.1.3. Let H be a Hilbert space and ¢ € H* be non-zero and
continuous. Then (ker o)t is one dimensional.

Proof. Since ¢ is continuous the set ker ¢ is closed and so by Lemma
we have H = ker ¢ @ (ker ¢)*, which since ¢ # 0 implies there exists v # 0 €
(ker p)*+, so dim(ker )+ > 0. Now, say vy, v € (ker o)t so that o(v;) # 0
and ¢(vy) # 0. These are complex numbers and so there exists A € C such
that

0= Ap(v1) = p(v2) = p(Avy —v2)
which means \v; — vy € ker o N (ker )+ = {0}. O

Proof of Theorem[A.1.9. Clearly if ker p = H we can take h, = 0 so assume
this is not the case. Since ¢ is continuous its kernel ker ¢ is a closed subset
of H. Thus, by Lemma the Hilbert space H decomposes: H = ker ¢ @&
(ker p)*. Since ker ¢ is a proper subset it then follows that there exists a
non-zero element v # 0 € (ker ¢)*, by normalising we may assume that v is

a unit vector. We will show that ¢(v)v is the appropriate unique choice for
h

@)

By Lemma the subspace (ker )+ is one dimensional, hence we can
use formula (147) for the projection of arbitrary x onto (ker ¢)t. Observe
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the following calculation:

o(z) = p(z — (z,v)v + (z,0)v)
= p(z — (z,v)v) + ¢({z,v)v)
=0+ (z,v)p(v)

z, p(v)v)

S
8

—~

—~

i A\ )
For uniqueness, sa; h:o as another such element. Then

Vo € H, (z, hy) = (v, hi,)

— Vo € H, (z,hy — h,) =0
= ||hy — h || =0

= h, = hfp

For the second claim, we use the Cauchy-Schwartz inequality:

o(@)| = [z, p(v)o)| < [lz[llle@)l|v]] = [l|l|¢(v)]

and so if z has unit norm |p(z)| < |¢(v)|, in other words, ||¢||lm < |p(v)]
however v has unit norm itself, so ||¢||m = |¢(v)|. The proof is now complete
once it is noted that ||hy||lu = |¢(v)]. O

Corollary A.1.4. There existgs an antilinear, isometric injection:

H — H* (156)
v— (v,_) (157)

and hence a bijection when H is finite dimensional.

Remark A.1.5. Let y € H be an element of a Hilbert space H and consider
the function (_,y). This is bounded, as by Cauchy-Schwartz:

(=, y)| < lll[llyll

thus [(_, y)[/[lz]| < [lyl| and in fact this is equality as |(y/I[yll,y)| = [lyl|

Given an operator u : H; — H there is for each y € Hy an associated
linear functional z — (u(x),y) which we denote by (u(_),y). By Theorem
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there is thus an element y* € H; such that (u(_),y) = (_,y*). The
assignment y — y* is in fact linear, we show additivity:

(), v +y2) = (L (11 +12)7)

and

(W) y1 +42) = (u), 41) + (u(L), v2)
= (L) + G
=Gyl + )
which implies (y1 + y2)* = yi + vy5. We define:
Definition A.1.6. The adjoint operator associated to an operator u :
H; — H, is the linear map:
v Hy — H;y
yr—y
Its existence is established by the Riesz Representation Theorem (A.1.2)) and
it is uniquely determined by the property:
Vo € Hy,y € Hy, (u(x),y) = (x,u"(y)) (158)

Remark A.1.7. Let (Hjy, (-,-)5), (Ha, (-, >)c be Hilbert spaces and let u :
H, — H, be an operator. The adjoint to u, denoted u* is the operator:

_owu:H — Hj (159)
Y pou (160)

The following diagram commutes:

ou

H3 — > HY

(161)

IR
—
4

which explains the overloading of terminology.
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Notation A.1.8. Given a complex matrix A, the matrix given by conjugating
each element a € A and then transposing the result, ie, the conjugate
transpose is denoted Af. Due to Proposition below, the conjugate
transpose of a matrix is often referred to as the adjoint.

Proposition A.1.9. Let H;, Hy be finite dimensional, and let vq,...,v, €
Hy, wy,...,w, € Hy be orthonormal bases for Hy,Hy respectively. If ¢ :
H; — Hy s a linear transformation and A its matrix representation with
respect to these bases, then the matriz representation of the adjoint ¢* is AT,
the conjugate transpose of A.

Proof. * For each j = 1,...,m write w; = ayv;+...+a,v, andeach i = 1,...,n
write o(v;) = frwy + ... + Bpwy,. We calculate:

<(10(Ui)7wj> :6m<w17wj> +"-+5m<wmaw]’> :ﬂj (162>

and
(v, w3) = ar (v, v1) + .+ (v, V) = @ (163)
Since by definition (p(v;), w;) = (vi, w}) the proof is complete. O

A.2 Hermitian and unitary operators

Throughout, V' is a complex vector space.

Definition A.2.1. A square, complex matrix A is Hermitian if it is self-
adjoint, that is AT = A.

A matrix is normal if AAT = ATA

An operator ¢ : V' — V is Hermitian (normal) if a (and hence all)
matrix representation(s) of V' is Hermitian (normal).

Clearly, all Hermitian matrices are normal.

Theorem A.2.2 (Spectral decomposition). Let V' be a finite dimensional
complex inner product space and A a matriz representation of an operator
on V. The matrix A is normal if and only if it is diagonalisable with respect
to some orthonormal basis for V.

Proof. We prove that normal matrices are diagonalisable.
We proceed by induction on the size of the matrix. If the matrix is 1 x 1
then there is nothing to prove. Now for the inductive step. Let A be an
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eigenvalue of A, and P the matrix which projects onto the A\-eigenspace. We
let ) denote I — P, the projector onto the complement subspace. We notice
that

A=(P+Q)A(P+Q)=PAP+ QAP + PAQ + QAQ (164)

We have that QAP = 0 because A maps the A-eigenspace onto itself, and
we claim moreover that PAQ) = 0. To see this, let v be an eigenvector with

eigenvalue A, then
AATy = ATAv = AT o = AATv (165)

which means A" maps the \-eigenspace onto itself. This implies QAP = 0,
taking the transpose of which we end at PAQ = 0 as claimed.

Thus A = PAP + QAQ. The matrix PAP is diagonalisable with respect
to some orthonormal basis for P. Since P N () = 0 it remains to show that
QAQ is diagonalisable with respect to some orthonormal basis for ). The
space () has strictly smaller size than A and so this follows by induction once
we have shown that QQA(Q) is normal. This is a simple calculation:

QAQQATQ = QAQATQ
= QAP+ Q)A'Q
= QAATQ
= QATAQ
= QAY(P + Q)AQ
= QATQAQ
= QATQQAQ
O

Definition A.2.3. Let H be a possibly inifinite dimensional Hilbert space,
an operator U : H — H is unitary if UTU = UUT = 1d,,.

Definition A.2.4. A matrix U is unitary if UTU = I.
Lemma A.2.5. A square, unitary matriz U satisfies UUT = 1.

Proof. Let u;; denote the entry of U in row ¢ and column j. The entry in
row i and column j of UTU is > p—; Uigur; which by hypothesis is equal to
6;;. Hence, ") Uyuy; is equal to Y ,_, wyT;, which is the entry in row 4
and column j of UUT. O
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Corollary A.2.6. IfH s a finite dimensional Hilbert space and U : H — H
s an operator on H, then U is unitary if and only if for all u,v € H we have
(Uu,Uv) = (u,v).

Proof. First we observe the following calculation, where u € H is arbitary.

| UTUw — u|| = (UTUu — u, UTUu — u)
= (UTUw, UTUu) — (UTUu, u) — (u, UTUW) + (u,u)
= (UUUw, Uu) — (Uu, Uu) — (Uu, Uu) + (u, u)
= (UTUu,u) — (u,u) — (u,u) + (u,u)

Hence UTUu = u for all u € H and so UTU = Idy.

Let uq, ..., u, be an orthonormal basis for H and let U denote the matrix
of U written with respect to this basis. Since U is unitary we have that U is
unitary and so U U =TI and by Lemma we have UUT = I. Tt follows
from this that UUT = Idy and so U is unitary.

The converse is obvious. 0

In fact, it is sufficient to check even less.

Lemma A.2.7. Let U : H — H be an operator on a finite dimensional
Hilbert space. If (Uu,Uu) = (u,u) for all uw € H, then for all u,v € H we
have (Uu, Uv) = (u,v).

Proof. 1t suffices to prove that if C': H — H is an operator on H such that
for all € H we have (Cz,z) = 0 then C' = 0.

We let x,y € H be arbitrary and consider (C(z +y),x + y). Since this is
0 it follows that (Cz,y) = —(Cy, x). On the other hand, (C(z + iy), x + iy)
is also 0, which implies (Cz,y) = (Cz,y). Hence (Cz,y) = (Cy,z) =0. O

Corollary A.2.8. IfU : H — H is an operator and H is finite dimensional,
then U is unitary if and only if Yu € H, (Uu, Uu) = (u,u).

Proof. Immediate from Corollary and Lemma [A.2.7] O

Notice that the spectral decomposition (A.2.2)) states that the matrix A
is such that A = UTDU for a diagonal matrix D and a unitary matrix U.
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Corollary A.2.9. A normal matriz A is Hermitian if and only if its eigenvalues
are real.

Proof. First notice that if a matrix is Hermitian then for any eigenvector v
with eigenvalue \:

Mol2 = Qw,v) = (Av,v) = (v, Av) = A|v]? (166)

Now we prove the other direction. Let D be diagonal and U a unitary
matrix such that A = U~'DU. Then

Al=UDIU" =U"'DU = 4 (167)
O

Definition A.2.10. An operator ¢ : V — V is positive if:
Yo eV, (v,pv) >0 (168)

which means, (v, pv) is real and non-negative. If the inequality is strict, then
@ is positive definite.

Example A.2.11. Let A be any operator. Then for any v € V:
(v, ATAv) = (Av, Av) = ||Av]|* > 0 (169)
Thus ATA is positive.

Proposition A.2.12. A positive operator on a finite dimensional vector
space is necessarily Hermaitian.

Proof. Let A be a matrix representation of the positive operator. Notice the
following calculation:

0 < (v, (A—AN) = <( )v

< (A AT)U>

and so for all v € V we have (v, (A — AT)v) = 0.
Moreover, we notice that A — A" is normal and hence diagonalisable,
by the Spectral decomposition. It follows from these two observations that

A— AT =0. [l
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Definition A.2.13. Let A, B be matrices, then the commutator is [A, B] :=
AB — BA. The anticommutator is {A, B} = AB + BA.

Theorem A.2.14 (Simultaneous Diagonalisation Theorem). Let A, B be
Hermitian operators. Then [A, Bl = 0 if and only if A and B are simultaneously
diagonalisable.

Proof. 1If A and B are simultaneously diagonalisable, then let U be a unitary
matrix and Dy, Dy diagonal matrices such that

A=U"'DU, B=U"'DyU (170)
We then have:

AB=U"'D,UU'D,U
=U"'D;D,U
=U"'D,D,U
= U 'D,UU DU
= BA
Conversely, say [A, B] = 0. We have that A is Hermitian and so admits a
spectral decomposition. Let aq,...,a, be the eigenvalues corresponding to

this decomposition and let V,, denote the a;-eigenspace. We first notice that
B maps V,, into itself: for any v € V,

ABv = BAv = a;Bv (171)

Now, since B is Hermitian, it follows that By, :V,, — V;, is and so there
exists a spectral decomposition of By, for each vector space V,,. Denote by

by, ..., b, an orthonormal basis for V}; We then have that
{b(fi7 ceey bz; ?:1 (172>
is a basis of eigenvectors of both A and B for the whole space V. O]

There is another decomposition which is often helpful:

Observation A.2.15. Let 7' : V. — V be a linear operator on a finite
dimensional vector space V. We could ask if T can be factored T' = UT"
where U is unitary? Say this was possible, then

T'T =T"U'UT (173)
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so if T” were Hermitian we would have 77T = T"? which would imply 7" =
VTIT, in fact T'T is Hermitian (indeed it is positive) and thus so is VTTT
and so our assumption that 77 be Hermitian is not too much to ask for, and
if U were to exist it must be that 77 = VT1T. Thus we are prompted to
make the following calculation: let vy, ..., v, be a basis for V such that (we
write P,, for the projection onto v;)

VTIT =) "\P, (174)
i=1

then

and indeed we want U such that \;Uv; = Tv;. One might suggest defining
Uv; = Tv;/\; at this point, however there is no reason for this to be unitary.

Instead we define .
U=> TvP,/\/\ (176)
j=1

which indeed is unitary. In fact we read off from this that {Tv; /v A1, ..., T /v/An}
is an orthonormal basis for V. Notice however that this assumes \; # 0 for
all 7. This can be fixed by doing this process first for all \; # 0, and to
construct an orthonormal set {Twi/v/A1,...,Tv;/y/A;} and then extending
this to an orthonormal basis for V' via the Gram-Schmidt process.

We have proven the first half of:

Theorem A.2.16 (Polar decomposition). Let T : V. — V be a linear
operator on an n-dimensional vector space V. Then there exists a unitary
operator U and positive operators J, K such that

T=UJ=KU (177)
with J = VTIT, K = VTTT.
To obtain K we simply notice
A=JU=UJUU (178)

so we set K = UJUT, which is a positive operator. Then AA" = KUUTK =
K2,
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If we have such a decomposition 7" = UJ, then J is diagonalisable, being
positive, thus ' = USDST for unitary S and diagonal D. Setting V = ST
we obtain:

Corollary A.2.17 (Singular value decomposition). Let T': V. — V be a
linear operator on an n-dimensional vector space, then there exists unitary
operators U,V and a diagonal operator D such that

T =UDV (179)

Remark A.2.18. We make a remark on notation. Given a vector v €
H in some Hilbert space H (which we assume to be finite dimensional for
simplicity), the linear functional which we have been notating as (v,_) can
also be written simply as (v|. Symmetrically, the vector v can be identified
with the linear map & — H sending 1 — v, we notate this map by |v).
Hence, given two vectors v,u € V', the notation (v|u) denotes the linear map
k — k sending 1 — (v,u). We now describe how some of the concepts
introduced in this Section and the last are written using this notation.

e The linear map given in Corollary can be written as |v) — (v
e Let U : H — H be an operator. We have for any v € H that:
(Uv] = (Uv, ) = (v, U"_) = (v| U (180)

Hence, in light of Corollary we have that U is unitary if and only
if for all v € H we have (v| UTU |v) = (v|v). This is the condition which
is checked throughout the body of this paper.
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