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1 Intuitionistic Sequent Calculus

The Intuitionistic, Linear Sequent Calculus is defined loosely in [?, §11.1.2], for clarity, we define here this
system precisely.

Definition 1.0.1. There is a countably infinite set of atomic formulas F = {p, q, r . . .} including special
formulas (or constants) 1,>, and a set of formulas Ψ1,>,⊗,⊕,&,! (or simply Ψ) which is the smallest set
subject to the following constraints:

� all atomic formulas are formulas, that is, if p ∈ F then p ∈ Ψ,

� if A and B are formulas then so are A⊗B, A⊕B, A&B,

� if A is a formula then so is !A (pronounced “of course A”, or “bang A”).

Definition 1.0.2. A deduction rule results from one of the schemata below by a substitution of the following
kind: replace A,B,C by arbitrary formulas, x, y by arbitrary formulas, and Γ,∆,Θ by arbitrary (possibly
empty) sequences of formulas separated by commas:

� The identity group:

Axiom (ax)
A ` A (1)

Cut Γ ` A ∆, A,Θ ` B
(cut)

Γ,∆,Θ ` B
(2)

� The logical rules:

The multiplicative group:

Left/right one Γ,Γ′ ` A
(L 1)

Γ,1,Γ′ ` A
(R 1)` 1 (3)
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Left/right
times

Γ, A,B,Γ′ ` C
(L⊗)

Γ, A⊗B,Γ′ ` C
Γ ` A ∆ ` B (R⊗)

Γ,∆ ` A⊗B
(4)

The additive group:

True (R>)
Γ ` > (5)

Right plus
(left and

right)

Γ ` A (R⊕)leftΓ ` A⊕B Γ ` A (R⊕)rightΓ ` B ⊕ A
(6)

Left plus Γ, A,Γ′ ` C Γ, B,Γ′ ` C
(L⊕)

Γ, A⊕B,Γ′ ` C
(7)

Right
with

Γ ` A Γ ` B (R &)
Γ ` A&B

(8)

Left with (left
and right)

Γ, A,Γ′ ` B
(L &)left

Γ, A&C,Γ′ ` B
Γ, A,Γ′ ` B

(L &)right
Γ, C&A,Γ′ ` B

(9)

The implication group

Left/right
implication

Γ, A,Γ′ ` B
(R ()

Γ,Γ′ ` A( B
Γ ` A ∆, B,∆′ ` C

(L ()
A( B,Γ,∆,∆′ ` C

(10)

� The exponential rule:

Promotion !Γ ` A (prom)
!Γ `!A

(11)

� the structural rules

Dereliction Γ, A,Γ′ ` B
(der)

Γ, !A,Γ′ ` B
(12)

Exchange Γ, A,B,Γ′ ` C
(ex)

Γ, B,A,Γ′ ` C
(13)

Contraction Γ, !A, !A,Γ′ ` B
(ctr)

Γ, !A,Γ′ ` B
(14)

Weakening Γ,Γ′ ` A
(weak)

Γ, !B,Γ′ ` A
(15)

When a logical system has few enough rules, each can be considered individually when listing equivalence
relation generators, as was done in [?], where seven deduction rules were considered. Definition ?? lists twenty
rules, so, to make what follows more comprehensible, we organise the deduction rules into sets rather than
dealing with each pair of rules indivisually.
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Definition 1.0.3. We define the following sets of deduction rules:

� Any deduction rule which is none of (ax), (R>), (R 1), (cut), (L⊕), (R &) is a proper deduction rule.

� The left rules are:

(L⊕), (L 1), (L⊗), (L &)left, (L &)right, (L (), (der), (ex), (ctr), (weak), (16)

and the right rules are:

(R 1), (R⊗), (R⊕)left, (R⊕)right, (R (), (R &), (prom) (17)

� The zero-ary rules are
(ax), (R>), (R 1) (18)

the unary rules are

(L 1), (L⊗), (L &)left, (L &)right, (der), (ex), (ctr), (weak), (R (), (R⊕)left, (R⊕)right (19)

and the binary rules are
(cut), (L⊕), (L (), (R⊗), (R &) (20)

We will often talk about intersections of these sets using adjectives, for example, the proper, unary, left,
logical rules are:

(L 1), (L⊗), (L &)left, (L &)right (21)

Remark 1.0.4. These rules were derived from [?] and do not appear explicitly there. For instance, (??)
comes from the following proof:

Γ, A,Γ′ ` C
(∼)`∼ Γ,∼ A,∼ Γ′, C

Γ, B,Γ′ ` C
(∼)`∼ Γ,∼ B,∼ Γ′, C
(R &)`∼ Γ,∼ A& ∼ B,∼ Γ′, C

(∼)
Γ,∼ (∼ A& ∼ B),Γ′ ` C

Γ, A⊕B,Γ′ ` C

As another example, there is no rule for 0 in [?], and so there is no left > rule in Definition ??.

Remark 1.0.5. There is also the quantification rules: There exists and for all

Γ ` A[B/p]
(exists)

Γ ` ∃p.A
Γ ` A (for all)

Γ ` ∀p.A

which we omit.

Remark 1.0.6. In [?], (der) is considered an exponential rule rather than a structural rule. In the proof of
cut elimination ?? it will make more sense to consider (der) a structural rule, (as they all obey the same cut
elimination step (??)).

Remark 1.0.7. In [?] the following is taken as the exchange rule:

Γ ` A (ex)′
Γ′ ` A

where Γ′ is any sequence given by a perumtation of the elements of Γ. This rule can clearly be seen as a
derived rule, and so there is no significant difference between the two options for the Exchange rule.
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Definition 1.0.8. Following [?], a preproof (or simply proof) is a finite rooted planar tree where each edge
is labelled by a sequent and each node except for the root is labelled by a valid deduction rule. If the edge
connected to the root is labelled by the sequent Γ ` A then we call the proof a proof of Γ ` A. We denote
the set of all preproofs by Pre P.

Remark 1.0.9. Later, we define proofs (Definition ??) to be equivalence classes of preproofs, which overloads
the term proofs. Whether a proof or preproof is intended will be either made explicit, or clear from context.

In [?] an equivalence relation was defined on the set of preproofs whose edges were labelled by valid
applications of the deduction rules of the system of intuitionistic sequent calculus (LJ of [?, §III]). This
equivalence relation was crucial to associating to each proof of a sequent Γ ` p (in the notation of [?]) a
unique λ-term whose free formulas are a subset of the underlying set of Γ. The Curry-Howard Isomorphism
identifies λ-terms and proofs in the system of Natural deduction (NJ of [?]). Invoking the same philosophy
to the current context, our aim is to define an equivalence relation ∼p on the set of proofs so that to each
equivalence class there is a unique, associated proof-net ([?]). For a discussion on why proofnets correspond
to natural deduction for linear logic, see [?, §11.2].

1.1 τ-equivalence

Could the laws of logic be determined by the laws of mathematics, rather than the other way around? This
exciting question is explored by providing a semantics for a logical system inside some category, for instance
k-vector spaces where k is a field [?]. A prerequisite for studying this question is a minimum set of criterion
for when two proofs should be given the same interpretation, we ask: when are two proofs considered the
same? We now define a family of equivalence relations on proofs, which answer this question:

Remark 1.1.1. In [?], we defined compatible relations which has an obvious analogue to the current context.
We use this terminology throughout.

Definition 1.1.2. We define ∼τ to be the smallest compatible equivalence relation on preproofs satisfying

Γ ` p
∆, A,B,∆′ ` C

(ex)
∆, B,A,Θ ` C

(cut)
Γ,∆, B,∆′ ` C

∼τ Γ ` A ∆, A,B,Θ ` C
(cut)

Γ,∆, B,∆′ ` C
(22)

Γ, A,A,B,Γ′ ` C
(ctr)

Γ, A,B,Γ′ ` C
(ex)

Γ, B,A,Γ′ ` C

∼τ
Γ, A,A,B,Γ′ ` C

(ex)
Γ, B,A,A,Γ′ ` C

(ctr)
Γ, B,A,Γ′ ` C

(23)

Γ, A,Γ′ ` B
(weak)

Γ, A, !C,Γ′ ` B
(ex)

Γ, !C,A,Γ′ ` B

∼τ Γ, A,Γ′ ` B
(weak)

Γ, !C,A,Γ′ ` B
(24)

Γ, A,B,Γ′ ` C
(ex)

Γ, B,A,Γ′ ` C
(R ()

Γ, A,Γ′ ` B ( C

∼τ Γ, A,B,Γ′ ` C
(R ()

Γ, A,Γ′ ` B ( C
(25)

Γ ` A
∆, B, C,∆′ ` D

(ex)
∆, C,B,∆′ ` D

(L ()
y : A( B,Γ,∆, C,∆′ ` D

∼τ

Γ ` A ∆, B, C,∆′ ` D
(L ()

y : A( B,Γ,∆, C,∆′ ` D

(26)
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A1, . . . , An ` B
(ex, σ1, . . . , σr)

Aτ1, . . . , Aτn ` B

∼τ

A1, . . . , An ` B
(ex, ρ1, . . . , ρs)

Aτ1, . . . , Aτn ` B

(27)

where τ is a permutation and σ1, . . . , σr and ρ1, . . . , ρs are sequences of transpositions of consecutive positions
(one or both lists may be empty) with the property that σ1 · · ·σr = τ = ρ1 · · · ρs in the permutation group.
The two preproofs in (??) are respectively the sequences of exchanges corresponding to the σi and ρj.

Remark 1.1.3. The point of τ -equivalence is that the set of rules X := {(cut), (ex), (R (), (L (), (ctr), (weak)}
consists of those which involve manipulating formulas whose position in the numerator cannot be recovered
from the sequent in the denominator. The remaining rules do not have this property, so there is not τ -
equivalence rule for them.

1.2 Commuting equivalence

Proofs, in the sense of Definition ?? are inherently sequential in that some order must be chosen for deduction
rules which may be arbitrary. For instance, in the proof segment:

Γ, A,Γ′, B, C,Γ′′ ` D
(ex)

Γ, A,Γ′, C,B,Γ′′ ` D
(R ()

Γ,Γ′, C,B,Γ′′ ` A( D

the displayed occurrences of (ex) and (R () are parallel in a sense we now make precise:

Definition 1.2.1 (Commuting equivalence). We define ∼c to be the smallest compatible equivalence relation
on proofs generated by the following pairs of deduction rules, in what follows we assume that (r1), (r2) are
proper deduction rules:

� when (r1), (r2) are both unary and (r1) is a left rule and (r2) is a right rule which does not make use of
the formula manipulated by (r1):

Γ ` A (r1)∆ ` A (r2)
Θ ` A′

∼c
Γ ` A (r2)
Λ ` A′ (r1)
Θ ` A′

(28)

� when (r1), (r2) are both unary and both left rules, where (r2) does not manipulate the formula manipulated
by (r1):

π′

...
Γ ` A (r1)∆ ` A (r2)Θ ` A

∼c

π′

...
Γ ` A (r2)Λ ` A (r1)Θ ` A

(29)

� when (r1) is unary and (r2) is binary, with (r1) a left rule and (r2) a right rule where (r2) does not make
use of the formula manipulated by (r1):

5



π1
...

Θ ` B

π2
...

Γ ` A (r1)∆ ` A (r2)
Λ ` A′

∼c

π1
...

Θ ` B

π2
...

Γ ` A (r2)
Ω ` A′ (r1)
Λ ` A′

(30)

� when (r1) is unary and (r2) is binary, with (r1) a right rule and (r2) a left rule:

π1
...

Θ ` B

π2
...

Γ ` A (r1)
∆ ` A′ (r2)

Λ ` A′

∼c

π1
...

Θ ` B

π2
...

Γ ` A (r2)Ω ` A (r1)
Λ ` A′

(31)

� when (r1) is unary and (r2) is binary, with (r1) and (r2) both left rules where (r2) does not make use of
the formula manipulated by (r1):

π1
...

Θ ` B

π2
...

Γ ` A (r1)∆ ` A (r2)Λ ` A

∼c

π1
...

Θ ` B

π2
...

Γ ` A (r2)Ω ` A (r1)Λ ` A

(32)

� the only commuting equivalence generator when (r1) and (r2) are binary, with (r1) a left rule and (r2)
a right rule is when (r2) = (R⊗):

π1
...

Θ ` B

π2
...

Γ ` C

π3
...

∆ ` A (r1)Λ ` A (R⊗)
Θ,Λ ` B ⊗ A

∼c

π1
...

Θ ` B

π2
...

Γ ` C (R⊗)
Θ,Γ ` B ⊗ A

π3
...

∆ ` A
(r1)Θ,Λ ` B ⊗ A

(33)

So far we have excluded the rules (R &), (L⊕) from our consideration. Indeed these rules deserve special
treatment as they require an agreed structure across the sequents in the numerator. The full system of Linear
Logic [?] identifies (L⊕) with the negation of (R &), thus these rules introduce similar equivalence relation
generators:

Definition 1.2.2 (With equivalence). We Define ∼w to be the smallest, compatible, equivalence relation
on proofs satisfying:

� where (r) is a proper, left, unary rule:

π1
...

Γ ` A

π2
...

Γ ` B (R &)
Γ ` A&B (r)
∆ ` A&B

∼w

π1
...

Γ ` A (r)
∆ ` A

π2
...

Γ ` B (r)
∆ ` B (R &)

∆ ` A&B

(34)
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� where (r) is a proper, left, binary rule:

π1
...

Θ ` C

π2
...

Γ ` A

π3
...

Γ ` B (R &)
Γ ` A&B (r)

∆ ` A&B

∼w

π1
...

Θ ` C

π2
...

Γ ` A (r)
∆ ` A

π1
...

Θ ` C

π3
...

Γ ` B (r)
∆ ` B (R &)

∆ ` A&B

(35)

� where (r) is a proper, left, unary rule which does not manipulate the formula introduced by (L⊕):

π1
...

Γ, A,Γ′ ` C

π2
...

Γ, B,Γ′ ` C
(L⊕)

Γ, A⊕B,Γ′ ` C
(r)

∆, A⊕B,∆′ ` C

∼w

π1
...

Γ, A,Γ′ ` C
(r)

∆, A,∆′ ` C

π2
...

Γ, B,Γ′ ` C
(r)

∆, B,∆′ ` C
(L⊕)

∆, A⊕B,∆′ ` C

(36)

� where (r) is a proper, right, unary rule which does not manipulate the formula introduced by (L⊕):

π1
...

Γ, A,Γ′ ` C

π2
...

Γ, B,Γ′ ` C
(L⊕)

Γ, A⊕B,Γ′ ` C
(r)

∆, A⊕B,∆′ ` C ′

∼w

π1
...

Γ, A,Γ′ ` C
(r)

∆, A,∆′ ` C ′

π2
...

Γ, B,Γ′ ` C
(r)

∆, B,∆′ ` C ′
(L⊕)

∆, A⊕B,∆′ ` C ′

(37)

� where (r) is a proper, left, binary rule (of which there is only one: (L ()) which does not manipulate
the formula introduced by (L⊕):

π1
...

Θ ` D

π2
...

Γ, E,Γ′, A,Γ′′ ` C

π3
...

Γ, E,Γ′, B,Γ′′ ` C
(L⊕)

Γ, E,Γ′, A⊕B,Γ′′ ` C
(L ()

D ( E,Θ,Γ,Γ′A⊕B,Γ′′ ` C

∼w

π1
...

Θ ` D

π2
...

Γ, E,Γ′, A,Γ′′ ` C
(L ()

D ( E,Γ,Γ′, A,Γ′′ ` C

π1
...

Θ ` D

π3
...

Γ, E,Γ′, B,Γ′′ ` C
(L ()

D ( E,Γ,Γ′, B,Γ′′ ` C
(L⊕)

D ( E,Γ,Γ′, B,Γ′′ ` C

(38)

� where (r) is the rule (R⊗):
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π1
...

Γ ` A

π2
...

∆, B1,∆
′ ` C

π3
...

∆, B2,∆
′ ` C

(L⊕)
∆, B1 ⊕B2,∆

′ ` C
(R⊗)

Γ,∆, B1,⊕B2,∆
′ ` A⊗ C

∼w

π1
...

Γ ` A

π2
...

∆, B1,∆
′ ` C

(R⊗)
Γ,∆, B1,∆

′ ` A⊗ C

π1
...

Γ ` A

π3
...

∆, B2,∆
′ ` C

(R⊗)
Γ,∆, B2,∆

′ ` A⊗ C
(L⊕)

Γ,∆, B1 ⊕B2,∆
′ ` A⊗ C

(39)

and

π1
...

Γ, A1,Γ
′ ` A

π2
...

Γ, A2,Γ
′ ` A

(L⊕)
Γ, A1 ⊕ A2,Γ

′ ` A

π3
...

∆ ` B
(R⊗)

Γ, A1 ⊕ A2,Γ
′,∆ ` A⊗B

∼w
π1
...

Γ, A1,Γ
′ ` A

π3
...

∆ ` B
(R⊗)

Γ, A1,Γ
′,∆ ` A⊗B

π2
...

Γ, A2,Γ
′ ` A

π3
...

∆ ` B
(R⊗)

Γ, A2,Γ
′,∆ ` A⊗B

(L⊕)
Γ, A1 ⊕ A2,Γ

′,∆ ` A⊗B

(40)

Remark 1.2.3. The following proof π cannot have either the two occurrences of (der) brought beneath the
occurrence of (R &), which shows that the left branch and the right branch are not equivalent proofs.

(ax)
A ` A (weak)

A, !B ` A
(der)

!A, !B ` A

(ax)
B ` B (weak)

!A,B ` B
(der)

!A, !B ` B
(R &)

!A, !B ` A&B

The occurrence of (R &) cannot be brought beneath the (L⊕) in the following proof:

(ax)
A&B ` A&B (weak)

!A,A&B ` A&B

π
...

!A, !B ` A&B
(L⊕)

!A, (A&B)⊕!B ` A&B

In the following proof, the occurrence of (L⊕) cannot be brought beneath the occurrence of (R &):

(ax)
A⊕ A ` A⊕ A

(ax)
A ` A (ax)

A ` A (L⊕)
A⊕ A ` A

(R &)
A⊕ A ` (A⊕ A)&A

Thus (L⊕) does not commute downwards past (R &).
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Loosely speaking, moving an occurrence of an (R &) rule beneath a deduction rule (r) via with-equivalence
involves copying the rule (r) and appending (r) to the bottom of each branch of the (R &) occurrence. Reading
this backwards, we see that if the two branches π1, π2 of an (R &) rule admit “the same” last step then this
rule can be brought beneath the (R &) rule. We can use this structure to define a measure of how much two
(R &), (L⊕)-free proofs π1, π2 differ.

Definition 1.2.4. Let π be a proof with exactly one occurrence of (R &) and no occurrences of (L⊕), the
&-height is the height of this occurrence, which we denote h&(π).

Let π1, π2 be two (R &)-free proofs of Γ ` A and let (π1|&π2) denote the proof

π1
...

Γ ` A

π2
...

Γ ` A (R &)
Γ ` A

The degree of distinction between these proofs is the integer

Distinct(π1, π2) := h(π)− sup{h&(π) | π ∼p (π1|&π2)} (41)

Example 1.2.5. The left and right branches of the proof given in Remark ?? is 3− 0 = 3.

Remark 1.2.6. One could also consider the pair
(
h(π1) + 1−Distinct(π1, π2), h(π2) + 1−Distinct(π1, π2)

)
.

The organisation of these equivalence relations helps to conceptualise them as there are so many different
relations. The following appears to reflect a co-algebraic structure so we endow it co-equivalence: I think
these actually shouldn’t be here. These break well definedness of the translation map.

Definition 1.2.7 (co-equivalence). We define ∼co to be the smallest, compatible equivalence relation
satisfying the following:

Γ, !A, !A,!A,Γ′ ` B
(ctr)

Γ, !A, !A,Γ′ ` B
(ctr)

Γ, !A,Γ′ ` B

∼co
Γ, !A, !A, !A,Γ′ ` B

(ctr)
Γ, !A, !A,Γ′ ` B

(ctr)
Γ, !A,Γ′ ` B

(42)

Γ, !A, !A,Γ′ ` B
(ctr)

Γ, !A,Γ′ ` B
∼co

Γ, !A, !A,Γ′ ` B
(ex)

Γ, !A, !A,Γ′ ` B
(ctr)

Γ, !A,Γ′ ` B

(43)

Γ, !A,Γ′ ` B ∼co
Γ, !A,Γ′ ` B

(weak)
Γ, !A, !A,Γ′ ` B

(ctr)
Γ, !A,Γ′ ` B

(44)

where (??) is co-associativity, (??) is co-commutativity, and (??) is the co-unit.

1.3 Cut reduction steps

So far we have defined equivalence relations but reading each equivalence relation generator from left to right
can be thought of as providing a computational step. To emphasise the computational interpretation of (cut)-
elimination (Theorem ??) we define the following not as an equivalence relation but as a series of reduction
steps :

Definition 1.3.1 (Single step cut reduction). We define ∼cut to be the smallest compatible relation (not
necessarily an equivalence relation) on preproofs containing:

� For any proper deduction rule (r)
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(ax)
A ` A

π
... (r)

A,Γ ` B
(cut)

A,Γ ` B

→cut

π
... (r)

A,Γ ` B

(45)

π
... (r)

Γ ` A (ax)
A ` A (cut)

Γ ` A

→cut

π
... (r)

Γ ` A

(46)

� Those involving the right introduction rules for constants:

(R 1)` 1

π
...

Γ,1,Γ′ ` A
(r)

∆,1,∆′ ` A
(cut)

∆,∆′ ` A

→cut (R 1)` 1

π
...

Γ,1,Γ′ ` A
(cut)

Γ,Γ′ ` A
(r)

∆,∆′ ` A

(47)

(R>)
Γ ` >

π
...

∆,>,∆′ ` A
(r)

Θ,>,Θ′ ` A
(cut)

Θ,Θ′ ` A

→cut (R>)
Γ ` >

π
...

∆,>,∆′ ` A
(cut)

∆,∆′ ` A
(r)

Θ,Θ′ ` A

(48)

� Let (r) be any proper deduction rule. Then

π1
... (r)

Γ ` A (R>)
∆, A,∆′ ` >

(cut)
Γ,∆,∆′ ` >

→cut
(R>)

Γ,∆,∆′ ` > (49)

� Let (r0) be any structural rule or any unary left logical rule and (r) any proper deduction rule. Then:

π1
...

Γ ` A (r0)Θ ` A

π2
... (r)

∆, A,∆′ ` B
(cut)

Θ,∆,∆′ ` B

→cut

π1
...

Γ ` A

π2
... (r)

∆, A,∆′ ` B
(cut)

Γ,∆,∆′ ` B
(r0)

Θ,∆,∆′ ` B

(50)

� (r1) be any binary left logical rule and (r) any proper deduction rule:

π1
...

Γ ` A

π2
...

∆ ` C (r1)Θ ` C

π3
... (r)

Λ, C,Λ′ ` D
(cut)

Θ,Λ,Λ′ ` D

→cut

π1
...

Γ ` A

π2
...

∆ ` C

π3
... (r)

Λ, C,Λ′ ` D
(cut)

∆,Λ,Λ′ ` D
(r1)

Θ,Λ,Λ′ ` D

(51)
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� If (r1) is any logical rule or (prom) and (r2) is any unary, left, logical rule, or any structural rule, given
the formula manipulated by (r2) is not the cut formula. Then:

π1
... (r1)Γ ` A

π2
...

∆, A,∆′ ` B
(r2)

Θ, A,Θ′ ` B
(cut)

Γ,Θ,Θ′ ` B

→cut

π1
... (r1)Γ ` A

π2
...

∆, A,∆′ ` B
(cut)

Γ,∆,∆′ ` B
(r2)

Γ,Θ,Θ′ ` B

(52)

� If (r1) is any right logical rule or (prom) and (r2) is any binary left logical rule where the formula
manipulated by (r2) is not the cut formula. Then:

π1
... (r1)Γ ` A

π2
...

∆, A,∆′ ` B

π3
...

Θ ` C
(r2)

Λ, A,Λ′ ` C
(cut)

Γ,Λ,Λ′ ` C

→cut

π1
... (r1)Γ ` A

π2
...

∆, A,∆′ ` B
(cut)

Γ,∆,∆′ ` B

π3
...

Θ ` C
(r2)

Γ,Λ,Λ′ ` C

(53)

and

π1
... (r1)Γ ` A

π2
...

∆ ` B

π3
...

Θ, A,Θ′ ` C
(r2)

Λ, A,Λ′ ` C
(cut)

Γ,Λ,Λ′ ` C

→cut

π2
...

∆ ` B

π1
... (r1)Γ ` A

π3
...

Θ, A,Θ′ ` C
(cut)

Γ,Θ,Θ′ ` C
(r2)

Γ,Λ,Λ′ ` C

(54)

� (r) is any proper deduction rule, and (r1) is any unary right logical rule. Then:

π1
... (r)

Γ ` A

π2
...

∆, A,∆′ ` B
(r1)

Θ, A,Θ′ ` C
(cut)

Γ,Θ,Θ′ ` C

→cut

π1
... (r)

Γ ` A

π2
...

∆, A,∆′ ` B
(cut)

Γ,∆,∆′ ` B
(r1)

Γ,Θ,Θ′ ` C

(55)

� If (r) is any proper deduction rule and (r1) is any binary right logical rule other than (R &). Then:
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π1
... (r)

Γ ` A

π2
...

∆, A,∆′ ` B

π3
...

Θ ` C
(r1)

Λ, A,Λ′ ` D
(cut)

Γ,Λ,Λ′ ` D

→cut

π1
... (r)

Γ ` A

π2
...

∆, A,∆′ ` B
(cut)

Γ,∆,∆′ ` B

π3
...

Θ ` C
(r1)

Γ,Λ,Λ′ ` D

(56)

and

π1
... (r)

Γ ` A

π2
...

∆ ` B

π3
...

Θ, A,Θ′ ` C
(r1)

Λ, A,Λ′ ` D
(cut)

Γ,Λ,Λ′ ` D

→cut

π2
...

∆ ` B

π1
... (r)

Γ ` A

π3
...

Θ, A,Θ′ ` C
(cut)

Γ,Θ,Θ′ ` C
(r1)

Γ,Λ,Λ′ ` D

(57)

The remaining rules are the heart of the matter, they consist of the situations where the reduction step
introduces an occurrence of (cut), or the cut formula is manipulated by the last rule of the right branch.

� We have:

π1
...

Γ ` A

π2
...

∆, A,∆′ ` B

π3
...

∆, A,∆′ ` C
(R &)

∆, A,∆′ ` B&C
(cut)

Γ,∆,∆′ ` B&C

→cut

π1
...

Γ ` A

π2
...

∆, A,∆′ ` B
(cut)

Γ,∆,∆′

π1
...

Γ ` A

π3
...

∆, A,∆′ ` C
(cut)

Γ,∆,∆ ` C
(R &)

Γ,∆,∆′ ` B&C

(58)

� Also,
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π1
...

Γ ` A

π2
...

∆, A,∆′, B1,∆
′′ ` C

π3
...

∆, A,∆′, B2,∆
′′ ` C

(L⊕)
∆, A,∆′, B1 ⊕B2,∆

′′ ` C
(cut)

Γ,∆,∆′, B1 ⊕B2,∆
′′ ` C

→cut

π1
...

Γ ` A

π2
...

∆, A,∆′, B1,∆
′′ ` C

(cut)
Γ,∆,∆′, B1,∆

′′ ` C

π1
...

Γ ` A

π3
...

∆, A,∆′, B2,∆
′′ ` C

(cut)
Γ,∆,∆′, B2,∆

′′ ` C
(L⊕)

Γ,∆,∆′, B1 ⊕B2,∆
′′ ` C

(59)

� let (r) be any proper deduction rule. Then:

π1
... (r)

Γ ` A

π2
...

∆, A,B,∆′ ` C
(ex)

∆, B,A,∆′ ` C
(cut)

Γ,∆, B,∆′ ` C

→cut

π1
... (r)

Γ ` A

π2
...

∆, A,B,∆′ ` C
(cut)

Γ,∆, B,∆′ ` C

(60)

The remaining rules consist of the situations where the cut formula is introduced as a right introduction
rule on the left branch and a left introduction rule on the right branch.

� (R () on the left and (L () on the right:

π1
...

Γ, A,Γ′ ` B
(R ()

Γ,Γ′ ` A( B

π2
...

∆ ` A

π3
...

Θ, B,Θ′ ` C
(L ()

A( B,∆,Θ,Θ′ ` C
(cut)

Γ,Γ′,∆,Θ,Θ′ ` C

→cut

π2
...

∆ ` A

π1
...

Γ, A,Γ′ ` B
(cut)

∆,Γ,Γ′ ` B

π3
...

Θ, B,Θ′ ` C
(cut)

∆,Γ,Γ′,Θ,Θ′ ` C
(ex)

Γ,Γ′,∆,Θ,Θ′ ` C

(61)

� (R⊗) on the left branch and (L⊗) on the right branch:
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π2
...

∆ ` B

π1
...

Γ ` A

π3
...

Θ, A,B,Θ′ ` C
(cut)

Γ,Θ, B,Θ′ ` C
(cut)

∆,Γ,Θ,Θ′ ` C
(ex)

Γ,∆,Θ,Θ′ ` C

→cut

π1
...

Γ ` A

π2
...

∆ ` B (R⊗)
Γ,∆ ` A⊗B

π3
...

Θ, A,B,Θ′ ` C
(L⊗)

Θ, A⊗B,Θ′ ` C
(cut)

Γ,∆,Θ,Θ′ ` C

→cut

π1
...

Γ ` A

π2
...

∆ ` B

π3
...

Θ, A,B,Θ′ ` C
(cut)

∆,Θ, A,Θ′ ` C
(cut)

Γ,∆,Θ,Θ′ ` C

(62)

� (R⊕)left on the left and (L⊕) on the right:

π1
...

Γ ` A (R⊕)leftΓ ` A⊕B

π2
...

∆, A,∆′ ` C

π3
...

∆, B,∆′ ` C
(L⊕)

∆, A⊕B,∆′ ` C
(cut)

Γ,∆,∆′ ` C

→cut

π1
...

Γ ` A

π2
...

∆, A,∆′ ` C
(cut)

Γ,∆,∆′ ` C

(63)

� (R⊕)right on the left and (L⊕) on the right:

π1
...

Γ ` A (R⊕)leftΓ ` B ⊕ A

π2
...

∆, B,∆′ ` C

π3
...

∆, A,∆′ ` C
(L⊕)

∆, B ⊕ A,∆′ ` C
(cut)

Γ,∆,∆′ ` C

→cut

π3
...

Γ ` A

π2
...

∆, A,∆′ ` C
(cut)

Γ,∆,∆′ ` C

(64)
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� (R &) on the left and (L &)left on the right:

π1
...

Γ ` A

π2
...

Γ ` B (R &)
Γ ` A&B

π3
...

∆, A,∆′ ` C
(L &)left

∆, A&B,∆′ ` C
(cut)

Γ,∆,∆′ ` C

→cut

π1
...

Γ ` A

π3
...

∆, A,∆′ ` C
(cut)

Γ,∆,∆′ ` C

(65)

� (R &) on the left and (L &)right on the right:

π1
...

Γ ` B

π2
...

Γ ` A (R &)
Γ ` B&A

π3
...

∆, A,∆′ ` C
(L &)left

∆, B&A,∆′ ` C
(cut)

Γ,∆,∆′ ` C

→cut

π2
...

Γ ` A

π3
...

∆, A,∆′ ` C
(cut)

Γ,∆,∆′ ` C

(66)

The following rules are (cut)-reduction steps corresponding to when (prom) is the final rule in the proof
on the left branch of the (cut).

Definition 1.3.2 ((prom)-cut reduction). We define →(prom) to be the smallest, compatible relation such
that:

� (der) on the right:

π1
...

!Γ ` A (prom)
!Γ `!A

π2
...

∆, A,∆′ ` B
(der)

∆, !A,∆′ ` B
(cut)

!Γ,∆,∆′ ` B

→(prom)

π1
...

!Γ ` A

π2
...

∆, A,∆′ ` B
(cut)

!Γ,∆,∆′ ` B

(67)

� (weak) on the right:

π1
...

!Γ ` A (prom)
!Γ `!A

π2
...

∆,∆′ ` B
(weak)

∆, !A,∆′ ` B
(cut)

!Γ,∆,∆′ ` B

→(prom)

π2
...

∆,∆′ ` B
(weak)

!Γ,∆,∆′ ` B

(68)

� (ctr) on the right:
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π1
...

!Γ ` A (prom)
!Γ `!A

π2
...

∆, !A, !A,∆′ ` B
(ctr)

∆, !A,∆′ ` B
(cut)

!Γ,∆,∆′ ` B

→(prom)

π1
...

!Γ ` A (prom)
!Γ `!A

π1
...

!Γ ` A (prom)
!Γ `!A

π2
...

∆, !A, !A,∆′ ` B
(cut)

Γ,∆, !A,∆′ ` B
(cut)

!Γ,Γ,∆,∆′ ` B
(ctr/ex)

!Γ,∆,∆′ ` B

(69)

� (prom) on the right:

π1
...

!Γ ` A (prom)
!Γ `!A

π2
...

!∆, !A, !∆′ ` B
(prom)

!∆, !A, !∆′ `!B
(cut)

!Γ, !∆, !∆′ `!B

→(prom)

π1
...

!Γ ` A (prom)
!Γ `!A

π2
...

!∆, !A, !∆′ ` B
(cut)

!Γ, !∆, !∆′ ` B
(prom)

!Γ, !∆, !∆′ `!B

(70)

We can now define when two proofs are equivalent:

Definition 1.3.3. We define ∼p to be the smallest, compatible equivalence relation containing the union of:

� τ -equivalence, Definition ??,

� commuting equivalence, Definition ??,

� with equivalence, Definition ??,

� single step cut reduction, Definition ??,

� promotion equivalence, Definition ??.

A proof is an equivalence class of preproofs. We let P denote the set of proofs.

2 Cut-elimination

Naively, one might seek computational content inside a system of logic by analysing the flow of data through
a fixed proof as one reads it from top to bottom. This is not the correct intuition behind the computational
content of intuitionistic linear logic to be described in this Section. Instead, one computes a proof π1 of
Γ, A,Γ′ ` B on input a proof π2 of ∆ ` A by constructing the proof:

π2
...

∆ ` A

π2
...

Γ, A,Γ′ ` B
(cut)

∆,Γ,Γ′ ` B
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which we denote π2 | π1, the result of the computation is then a cut-free proof equivalent to π2 | π1, the
existence of which is enforced by Theorem ?? (below).

Definition 2.0.1. The complexity of a formula A, denoted c(A), is the sum of all occurrences of (,⊕,⊗,&, !
inside A.

Definition 2.0.2. The height of a proof π, denoted h(π), is one less than the number of deduction rules
encountered on the longest path in the underlying tree of the proof.

A proof consisting of only an axiom rule has height zero, a proof which does not contain an occurrence of
the (cut) rule is cut-free.

Example 2.0.3. For p, q, r atomic, the formula !p( (q⊗!r) has complexity 4.

Theorem 2.0.4. Any proof π of the form

π1
... (r1)Γ ` A

π2
... (r2)

∆, A,∆′ ` B
(cut)

Γ,∆,∆′ ` B

(71)

where π1 and π2 are both cut-free, is equivalent under ∼p to a cut-free proof.

Proof. Let P (c, n) denote the following statement: any proof π with cut-free branches π1, π2 and final cut
formula A (as above) satisfying c(A) + c(B) = c and n = h(π1) + h(π2) is equivalent under ∼p to a cut-free
proof. Let P (c) denote ∀n, P (c, n). We will prove ∀c, P (c) by induction on c. Thus we must show P (0) and
that if for all d < c, P (d) then P (c). We refer to this as the outer induction.

Base case of the outer induction: to prove P (0) (that is, ∀nP (0, n)) we proceed by induction on n,
which we refer to as the inner induction. In the base case P (0, 0) of the inner induction, the rules (r1), (r2)
are each taken from the set

X0 := {(ax), (R 1), (R>)} (72)

The (cut) rule requires the antecedent of the final sequent on the right branch to be non-empty, so (r2) 6= (R 1).
The cases (r1) = (r2) = (R>) and

(
(r2), (r2)

)
=

(
(R 1), (R>)

)
are taken care of by (??). In the remaining

cases, at least one of (r1), (r2) are (ax) and these is covered by (??), (??).
Now say n > 0 and assume P (0, k) holds for all k < n. If (r1) is (ax) then the result follows from (??). If

(r1) is (R 1) or (R>) then (r2) is either (ax) or (R>) and so we have reduced to the base case. If (r1) is a
unary, logical rule then since c = 0, (r1) must be a left rule, ie,

(r1) ∈ {(L 1), (L⊗), (L &)left, (L &)right} (73)

and so the result follows by applying the inductive hypothesis and (??). Similarly, if (r1) is a binary logical
rule, which since c = 0 implies (r1) = (L⊕) or (L (), we apply the inductive hypothesis and (??).

Since c = 0 we have (r1) 6= (prom).
If (r1) is a structural rule then apply the inductive hypothesis and (??).
Inductive step of the outer induction: now suppose that c > 0 is fixed and P (d) holds for all d < c. To

prove P (c) (that is, ∀nP (c, n)) we proceed by induction on n, which we again refer to as the inner induction.
If n ≤ 1 then one of (r1), (r2) is (ax) so the claim follows from (??), (??). Suppose now that n > 1 and that
P (c, k) holds for all k < n. We again divide into cases depending on the final deduction rules (r1), (r2). Some
cases follow from the inner inductive hypothesis as in the proof of the base case of the outer induction above,
and we will not repeat them. The new cases that are easily dispensed with:

� If (r2) is any right, logical rule other than (R &) then the result follows from (??), (??), (??) and the
inductive hypothesis.
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� Say (r1) is a non zero-ary right logical rule, ie,

(r1) ∈ {(R⊗), (R⊕)left, (R⊕)right, (R &), (R ()} (74)

and (r2) is any left logical rule where the formula introduced by (r2) is not the cut formula. The result
follows from (??), (??), (??).

�
(
(r1), (r2)

)
=

(
(R⊗), (L⊗)

)
where (L⊗) introduces the cut formula. Then, where A′ ⊗ B′ = A,

Γ1,Γ2 = Γ, and Θ,Θ′ = ∆,∆′, the proof π is by (??) equivalent either to

π′1
...

Γ1 ` A′

π′2
...

Γ2 ` B′

π′3
...

Θ, A′, B′,Θ′ ` C
(cut)

Γ2,Θ, A
′,Θ′ ` C

(cut)
Γ1,Γ2,Θ,Θ

′ ` C

where both cuts are of lower complexity than the one in π. The result thus follows from the outer
inductive hypothesis.

� The cases (
(r1), (r2)

)
=
{(

(R (), (L ()
)
,
(
(R &), (L &)left

)
,
(
(R &), (L &)right

)
,(

(R⊕)left, (L⊕)
)
,
(
(R⊕)right, (L⊕)

)
,
(
(prom), (der)

)
are all similar to the previous case; they follow from the outer inductive hypothesis and (??), (??), (??),
(??), (??), (??) respectively.

� if (r2) = (ex) the result follows from the inner inductive hypothesis and (??).

� Say (r2) is (weak), then if (r1) 6= (prom), it follows that (r1) cannot be a right logical rule (otherwise
we would contradict the structure of the cut formula), and so (r1) can be brought beneath the (cut)
by (??), (??) and the result follows from the inner inductive hypothesis. If (r1) = (prom) and the
cut-formula is not manipulated by (r2) then the result follows from (??) and the inductive hypothesis.
If (r1) = (prom) and the cut-formula is introduced by (r2) = (weak), then the result follows from (??).

� If (r2) = (ctr) and the contraction is not against the cut formula, then the result follows from the inner
inductive hypothesis and (??).

� If (r2) = (prom) then (r1) cannot be a right logical rule, as this will contradict the structure of the cut
formula. So to avoid reducing to a case already considered, we must have (r1) = (prom). The result
then follows from (??) and the inductive hypothesis.

The remaining cases are when (r1) is a right logical rule or (prom), and (r2) is an active contraction or (R &).
Say (r2) is an active contraction, then the (cut)-formula must be of the form !A′ for some formula A′ and so
(r1) cannot be logical, that is, (r1) = (prom) and result now follows from Lemma ??.

We have now reduced to the final case, where (r1) is a logical right rule and (r2) = (R &). We apply (??)
and use the outer inductive hypothesis twice.

Definition 2.0.5. Let A be a formula and A1, A2 be labelled occurrences of the formula A, that is A1 =
A2 = A. Then A1 is an immediate strong ancestor of A2 in a proof π if the pair (A1, A2) appear in π in
any of the following ways:
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Γ, A1,Γ
′,Γ′′ ` B

(L 1)
Γ, A2,Γ

′,1,Γ′′ ` B
Γ, A1,Γ

′, B, C,Γ′′ ` D
(L⊗)

Γ, A2,Γ
′, B ⊗ C,Γ′′ ` D

Γ, A1,Γ
′ ` B ∆ ` C

(R⊗)
Γ, A2,Γ

′,∆ ` B ⊗ C
Γ ` B ∆, A1,∆

′ ` C
(R⊗)

Γ,∆, A2,∆
′ ` C

Γ, A1,Γ
′ ` B

(R⊕)left
Γ, A2,Γ

′ ` B ⊕ C
Γ, A1,Γ

′ ` B
(R⊕)right

Γ, A2,Γ
′ ` C ⊕B

In the following rule, A3 is another labelled
occurrence of the formula A (ie, A3 = A)

and both A1 and A3 are immediate strong
ancestors of A2:

Γ, A1,Γ
′, B,Γ′′ ` C Γ, A3,Γ

′, D,Γ′′ ` C
(L⊕)

Γ, A2,Γ
′, B ⊕D,Γ′′ ` C

In the following rule, A3 is another labelled
occurrence of the formula A (ie, A3 = A)

and both A1 and A3 are immediate strong
ancestors of A2:

Γ, A1,Γ
′ ` B Γ, A3,Γ

′ ` C
(R &)

Γ, A2,Γ
′ ` B&C

Γ, A1,Γ
′, B,Γ′′ ` C

(L &)left
Γ, A1,Γ

′, B&D,Γ′′ ` C
Γ, A1,Γ

′, B,Γ′′ ` C
(L &)right

Γ, A1,Γ
′, D&B,Γ′′ ` C

Γ, A1,Γ
′, B,Γ′′ ` C

(R ()
Γ, A2,Γ

′,Γ′′ ` B ( C

Γ, A1,Γ
′ ` B ∆, C,∆′ ` D

(L ()
B ( C,Γ, A2,Γ

′,∆,∆′ ` D

Γ ` B ∆, A1,∆
′, C,∆′′ ` D

(L ()
B ( C,Γ,∆, A2,∆

′,∆′′ ` D
!Γ, A1, !Γ

′ ` B
(prom)

!Γ, A2, !Γ
′ `!B

Γ, A1,Γ
′, B,Γ′′ ` C

(der)
Γ, A2,Γ

′, !B,Γ′′ ` C
Γ, A1,Γ

′, B, C,Γ′′ ` D
(ex)

Γ, A2,Γ
′, C,B,Γ′′ ` D

Γ, A1, B,Γ
′ ` C

(ex)
Γ, B,A2,Γ

′ ` C
Γ, A1,Γ

′, !B, !B,Γ′′ ` C
(ctr)

Γ, A2,Γ
′, !B,Γ′′ ` C

Γ, A1, A,Γ
′ ` B

(ctr)
Γ, A2,Γ

′ ` B
Γ, A1,Γ

′,Γ′′ ` B
(weak)

Γ, A1,Γ
′, !C,Γ′′ ` B

Furthermore, A1 is a immediate weak ancestor of A2 if it is either an immediate strong ancestor, or it
is either formula involved in a contraction. Any pair of formulas connected by a chain of immediate strong
(weak) ancestors is a strong (weak) ancestor. An active contraction with respect to a formula occurrence
A is an occurrence of a (ctr) rule where the formulas involved in the contraction are weak ancestors of A.

Remark 2.0.6. In Definition ??, we only described left handed rules, but the right handed version is also
assumed. For instance, we wrote
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Γ, A1,Γ
′,Γ′′ ` B

(L 1)
Γ, A2,Γ

′,1,Γ′′ ` B

but we also include

Γ,Γ′, A1,Γ
′′ ` B

(L 1)
Γ,1,Γ′, A2,Γ

′′ ` B

Remark 2.0.7. In the following proof segment, the greater height (ctr) is not active with respect to !(A⊕B)
occurring in the hypotheses of the final sequent.

!(A⊕B), !(A⊕B), A ` C
(ctr)

!(A⊕B), A ` C !(A⊕B), B ` C
(L⊕)

!(A⊕B), A⊕B ` C
(der)

!(A⊕B), !(A⊕B) ` C
(ctr)

!(A⊕B) ` C

This reflects how in [?], a contraction which happens above a (L ⊃) rule is never active. The important point
here is that there exist (ctr) rules which cannot be commuted below (L⊕) rules, but such rules are never
active!

Lemma 2.0.8. Say π is a (cut)-free proof of Γ ` A where A cannot be written as A1&A2 for any formulas
A1, A2, and say !B ∈ Γ is such that the contraction tree of (π, !B) contains no edges labelled (L⊕). Then π
is equivalent to a proof of the form

π′

...
Γ, !B, ..., !B,Γ′ ` C

(ctr)
Γ, !B,Γ′ ` C

where π′ contains no active contractions with respect to any of the formulas !B visible in the displayed
conclusion of π′.

Proof. Consider a slack vertex !B in the contraction tree of (π, !B), the incoming edge (r) cannot be (R &)
nor (L⊕) by assumption, and so using (??) if (r) = (R (), (R⊕)left, (R⊕)right, (prom), using (??) if (r) =
(L &)left, (L &)right, (L⊗), (der) 1, using (??) if (r) = (R⊗) and using (??) if (r) = (L () (which exhausts all
possibilities) this contraction can be brought beneath (r). The proof then follows by induction on the sum of
heights of the active contractions, as was done in [?, §2.1, Lemma 2.36].

Lemma 2.0.9. Suppose given a proof π of the form

π1
...

!Γ ` A (prom)
!Γ `!A

π2
... (r)

∆, !A,∆′ ` B
(cut)

!Γ,∆,∆′ ` B

where the cut formula !A is introduced by either (ax) or (R>), and there is no active contraction inside π2
with respect to the displayed occurrence of !A. Then π is equivalent to a (cut)-free proof.

Proof. The proof is essentially the observation that (r) can always be brought beneath the (cut). By induction
on the height of π2. The base case follows from (??) or (??). For the inductive step where π2 has height > 0
we break into cases depending on the rule (r):

1Notice that if (r) is any of (L &)left, (L &)right, (L⊗), (der), then the formula manipulated by (r) cannot be !B (the formula
corresponding to the slack formula in question) by definition of an active contraction.
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� (r) is a structural rule. Since !A is introduced by either (ax) or (R>), it is in particular not introduced
by (der). Also, there are no active contractions in π2 so the cut formula is not manipulated by (r) and
so this case follows from the inductive hypothesis and (??).

� If (r) is a unary, left, logical rule, by (??) and the inductive hypothesis.

� If (r) is a proper, binary, left, logical rule, by (??) or (??) and the inductive hypothesis.

� If (r) is a unary, right, logical rule, by (??) and the inductive hypothesis.

� If (r) is a proper, binary, right, logical rule, by (??) or (??) and the inductive hypothesis.

� If (r) = (R &), by (??) and the inductive hypothesis applied twice.

� If (r) = (L⊕), by (??) and the inductive hypothesis applied twice.

This exhausts all cases and so the proof is done.

Lemma 2.0.10. If π is of the following form

π1
...

!Γ ` A (prom)
!Γ `!A

π2
...

∆, !A,∆′ ` B
(cut)

!Γ,∆,∆′ ` B

where the proofs π1, π2 are (cut)-free, and the contraction tree of (π2, !A) does not contain any edges labelled
(L⊕) and no edges labelled (R &). Then π is equivalent to a (cut)-free proof.

Proof. By induction on the complexity c(!A) of !A. The base case and the inductive step both begin in the
same way, so assume c(!A) = n for any n ≥ 1.

By Lemma ??, π is equivalent to a proof of the form

π1
...

!Γ ` A (prom)
!Γ `!A

π′2
...

∆, (!A)1, . . . , (!A)n,∆
′ ` B

(ctr)
∆, (!A)1,∆

′ ` B
(cut)

!Γ,∆,∆′ ` B
where we have introduced labels (!A)i for clarity. By (??) this is equivalent to

π1
...

!Γ ` A (prom)
!Γ `!A

π1
...

!Γ ` A (prom)
!Γ `!A

π1
...

!Γ ` A (prom)
!Γ `!A

π′2
...

∆, (!A)1, ..., (!A)n,∆
′ ` B

(cut)
!Γ,∆, (!A)1, ..., (!A)n−1,∆

′ ` B
...

(n− 2)!Γ,∆, (!A)1, (!A)2,∆
′ ` B

(cut)
(n− 1)!Γ,∆, (!A)1,∆

′ ` B
(cut)

n!Γ,∆,∆′ ` B
(ctr)

!Γ,∆,∆′ ` B
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where r!Γ denotes the concatenation of r copies of the sequence !Γ. Note that this proof contains no active
contractions for the final cut formula (!A)1 =!A.

The formula (!A)i is introduced by a deduction rule (ri) which is either (ax), (R>), (der), (weak). Using
(??) if necessary, we may assume there exists an integer 1 ≤ m ≤ n such that for all 1 ≤ i ≤ m the formula
(!A)i is introduced by (der) or (weak), and for i > m the formula (!A)i is introduced by either (ax) or (R>).

Since π′2 contains no active contractions with respect to the final cut formula (!A) we can, for each
1 ≤ i ≤ m, use (??) to commute (ri) down inside π′2 and either (??) or (??) to bring (ri) beneath each (cut)
down to the one that is actually against the formula (!A)i introduced by (ri).

The top most (cut) is eliminated using Lemma ??, working down the tree, the cuts against each (!A)i for
i > m is eliminated also by Lemma ??.

The remaining cuts are eliminated one by one working down the tree by (??), and by appealing to the
inductive hypothesis in the case n > 1, and if n = 1 using the statement P (0) already proved in Theorem
??.

Lemma 2.0.11. The same statement as Lemma ?? but we drop the assumption that there are no edges labelled
(R &) and no edges labelled (L⊕) in the contraction tree of (π, !A). Further we assume there exist formulas
A1, A2 such that A = A1&A2.

Proof. By induction on the integer n given by the sum of the number of edges labelled (R &) and the number
of edges labelled (L⊕) in the contraction tree. The base case n = 0 is Lemma ??. We now assume n > 0 and
that the result holds for all k < n.

Say there exists an occurrence of (L⊕) in the contraction tree of height h for which there exists no
occurrence of (R &) of height ≤ h. Then using (??), (??), (??), (??), (??) the occurrence of (L⊕) in
π corresponding to this chosen occurrence in the contraction tree can be commuted down to obtain the
following proof equivalent to π. Since !A cannot be written in the form B1 ⊕ B2 for any formulas B1, B2

it must be that !A is not created by the occurrence of (L⊕) just commuted, this we obtain a proof of the
following form, equivalent to π:

π1
...

!Γ ` A (prom)
!Γ `!A

π′2
...

Θ, !A,Θ′, D,Θ′′ ` B

π′′2
...

Θ, !A,Θ′, E,Θ′′ ` B
(L⊕)

Θ, !A,Θ′, D ⊕ E,Θ′′ ` B
(cut)

!Γ,∆,∆′ ` B
where Θ, !A,Θ′, D⊕E,Θ′′ = ∆, !A,∆′. The result then follows by (??) and two applications of the inductive
hypothesis.

Now say there does exist an occurrence of (R &) inside π of height ≤ h. Since A can be written as A1, A2,
and there exists an occurrence of (R &) somewhere inside π, there is a lowest height (R &) rule inside π2 for
which there are no right rules of lower height, nor any (L⊕) rule. Using (??), (??) we can thus commute this
rule down to obtain a proof of the following form, equivalent to π:

π1
...

!Γ ` A (prom)
!Γ `!A

π′2
...

∆, !A,∆′ ` B1

π′′2
...

∆, !A,∆′ ` B2 (R &)
∆, !A,∆′ ` B1&B2 (cut)

!Γ,∆,∆′ ` B
The result then follows from (??) and two applications of the inductive hypothesis.

Theorem ?? was proved by induction, but there is an algorithm implied by the proof which we now write
down:

Algorithm 2.0.12. On input π:
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1. Pick a topmost occurrence of (cut), if no such (cut) exists then terminate the algorithm. Label the
subproof consisting of this (cut) rule and the its left and right branches by π.

2. Label the left branch of this (cut) by π1, π2 respectively.

3. If π2 has a conclusion in its final sequent a formula of the form A1&A2 then perform the subprocess
of pulling down all the (L⊕) rules, then all the (R &) rules, followed again by any (L⊕) rules which
do not commute beneath the (R &) rules, then another (R &) rule, and so on, until no more (L⊕) nor
(R &) rules may be brought down. Label the result π2.

4. Bring down all active contractions in π2.

5. Use the cut-reduction steps ??, ??, ?? several times introducing several new cuts, label the result π2.

6. Pick a topmost cut of π2, label the left branch π1
2 and the right branch π2

2.

7. Bring down rules in π1
2 using cut-reduction steps until the final rule in the left branch of the cut is a

right logical rule.

8. Bring down rules in π2
2 down until either one of the rules proceeding the remark in Definition ?? about

the heart of the cut-reduction rules may be used.

9. Use this rule then return to step (??), eventually this cut will be eliminated.

10. Label the result π, return to step (??).
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